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Abstract. The atmospheric infrared sounder (AIRS) science team version-6 AIRS/advanced
microwave sounding unit (AMSU) retrieval algorithm is now operational at the Goddard Data
and Information Services Center (DISC). AIRS version-6 level-2 products are generated near
real time at the Goddard DISC and all level-2 and level-3 products are available starting from
September 2002. Some of the significant improvements in retrieval methodology contained in
the version-6 retrieval algorithm compared to that previously used in version-5 are described.
In particular, the AIRS science team made major improvements with regard to the algorithms
used to (1) derive surface skin temperature and surface spectral emissivity; (2) generate the initial
state used to start the cloud clearing and retrieval procedures; and (3) derive error estimates and use
them for quality control. Significant improvements have also been made in the generation of cloud
parameters. In addition to the basic AIRS/AMSU mode, version-6 also operates in an AIRS only
(AO) mode, which produces results almost as good as those of the full AIRS/AMSU mode. The
improvements of some AIRS version-6 and version-6 AO products compared to those obtained
using version-5 are also demonstrated. © The Authors. Published by SPIE under a Creative Commons
Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full
attribution of the original publication, including its DOI. [DOI: 10.1117/1.JRS.8.084994]
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1 Introduction

The atmospheric infrared sounder (AIRS) science team version-6 retrieval algorithm, now opera-
tional at the Goddard Data and Information Services Center (DISC), contains many significant
improvements compared to the previously operational AIRS science team version-5 retrieval
algorithm. Hundreds of scientific papers have been published showing the benefits of using
AIRS version-5 products. A partial list of these publications can be found at http://airs.jpl
.nasa.gov/documents/publications/.

The basic cloud clearing and retrieval methodologies used in the AIRS science team version-
6 retrieval algorithm, including the meaning and derivation of Jacobians, the channel noise
covariance matrix, and the use of constraints including the background term, are essentially
identical to those of the AIRS science team version-3 algorithm,1 which was developed and
tested using simulated AIRS/advanced microwave sounding unit (AMSU) observations.
Unlike most other retrieval methodologies, there is no explicit weight given to either an a priori
state or the initial guess. Susskind et al.2 described the AIRS science team version-4 retrieval
algorithm used by the Goddard DAAC to analyze AIRS/AMSU observations from September
2002 (when the AIRS instrument became stable) through September 2007, two months after
AIRS version-5 processing began. The AIRS science team AIRS/AMSU version-4 retrieval
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and cloud-clearing algorithms included new terms to account for systematic and random errors
made in the computation of expected channel radiances for a given geophysical state using the
version-4 AIRS and AMSU radiative transfer algorithm (RTA). Version-4 also introduced a qual-
ity control (QC) concept that generated different QC flags for a given profile as a function of
height, and also had separate QC flags related to surface skin temperature. The AIRS science
team version-5 retrieval algorithm3 contained many further improvements. The most important
improvement in version-5 retrieval methodology was made in the set of channels used to retrieve
the atmospheric temperature profile, which includes, for the first time, use of an extensive set of
shortwave CO2 sounding channels. This was made possible because the AIRS version-5 RTA
included the important work of DeSouza-Machado et al.,4 which accurately accounts for effects
of nonlocal thermodynamic equilibrium (non-LTE) on shortwave CO2 band radiances during the
day. Another extremely important improvement in version-5 was the development of a meth-
odology to generate profile-by-profile, level-by-level error estimates of the temperature profile
and to use them for level-by-level QC flags.

The AIRS version-6 AIRS/AMSU retrieval algorithm contains further improvements in
retrieval methodology beyond what was done in version-5. Foremost among these is a
major improvement in the version-6 retrieval methodology used to determine surface skin tem-
perature and surface spectral emissivity from AIRS observations. There have also been signifi-
cant improvements to the QC methodology used for different geophysical parameters, the
methodology used to generate first guesses for atmospheric and surface parameters, and the
methodology used to determine cloud parameters and compute outgoing longwave radiation
(OLR) from the AIRS/AMSU observations. Finally, version-6 also has an additional AIRS
only (AO) processing capability, which utilizes only AIRS observations and produces results
that are only slightly degraded from those obtained utilizing both AIRS and AMSU observa-
tions. The version-6 AO processing mode is an important backup to version-6 because noise
performance on some channels of AMSU-A is continuing to degrade, and at some point,
use of version-6, including AMSU-A observations, may become impractical.

2 Overview of the Retrieval Methodologies Used in Both Version-5 and
Version-6

Fundamental to all versions of the AIRS science team retrieval system is the generation of clear
column radiances R̂i for each AIRS channel i, which are derived products representing the radi-
ance that channel i would have seen if the entire 3 × 3 AIRS field of regard (FOR) on which a
retrieval is performed were cloud free. R̂i is determined for each channel as a linear combination
of the observed radiances of that channel in each of the nine AIRS fields of view (FOVs) con-
tained within the AIRS FOR, with coefficients that are channel independent.1,3 The retrieved
geophysical state X is subsequently determined, which, when substituted into the AIRS
RTA, generates an ensemble of computed radiances RiðXÞ, which are consistent with R̂i for
those channels i used in the determination of X. Cloud-clearing theory5,6 says that to achieve
the best retrieval results under more stressing cloud conditions, longwave channels sensitive to
cloud contamination should be used only in the determination of the coefficients used in the
generation of clear column radiances for all channels, and not be used for sounding purposes.
In version-5,3 tropospheric sounding 15 μm CO2 observations were used only in the derivation of
the cloud-clearing coefficients, and temperature profiles were derived using R̂i in the 4.3 μm CO2

band as well as in some stratospheric sounding 15 μm CO2 channels that do not see clouds. This
new approach allowed for the retrieval of accurate QC’d values of R̂i and TðpÞ under more
stressing cloud conditions than was achievable in version-4, with a significant improvement
in both the yield and the accompanying accuracy of retrieved temperature profiles.3 Version-
5 also contained a new empirical approach to provide accurate case-by-case level-by-level
error estimates for retrieved geophysical parameters as well as for channel-by-channel clear col-
umn radiances.3 Thresholds of these empirical error estimates were used in a new approach for
the generation of QC flags in version-5.3 Version-4 error estimates did not have much case
dependence and were not used for QC purposes.

The AIRS version-6 retrieval algorithm has further significant advances over version-5. The
basic theoretical approach used in version-6 to analyze AIRS/AMSU data is very similar to what
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was done in version-5 with one major exception. As in version-5, the coefficients used for gen-
eration of clear column radiances R̂i for all channels are determined in version-6 using observed
radiances only in longwave 15 and 11 μm channels. Following cloud-clearing theory,5,6 which
states that errors in cloud-clearing coefficients result in larger errors in longwave clear column
brightness temperatures than in shortwave clear column brightness temperatures, version-5
retrieved tropospheric temperatures use only R̂i in the AIRS shortwave 4.2 μm CO2 channels.
Version-5 did not follow this principle with regard to the surface parameter retrieval step, in
which R̂i in both the longwave, 8 to 12 μm window region, and in the shortwave, 4.0 to
3.7 μm window region, were used together to simultaneously determine surface skin temper-
ature, surface spectral emissivity, and surface bidirectional reflectance of solar radiation.
Version-6 uses only window observations in the shortwave window region, 4.0 to 3.76 μm,
to determine surface skin temperature along with shortwave surface spectral emissivity and
shortwave surface bidirectional reflectance. Longwave surface spectral emissivity is retrieved
in version-6 in a subsequent step using values of R̂i only in the longwave window region.
Another significant improvement found in version-6 is the use of an initial guess X0 generated
using Neural-Net methodology7,8 in place of the previously used two-regression approach.3

These two modifications have resulted in significant improvement in the ability to obtain
both accurate temperature profiles and surface skin temperatures under more stressing partial
cloud cover conditions.

2.1 Steps in the Version-5 and Version-6 Retrieval Algorithms

This section gives an overview of the different steps used in both the AIRS science team version-
5 and version-6 retrieval algorithms. A much more detailed description of all the steps used is
given by Olsen et al.9 Retrievals of all geophysical parameters are physically based and represent
states Xj;c determined for case c that best matches a set of clear column radiances R̂i;c for the
subset of AIRS channels i used in the retrieval process. Retrievals of geophysical parameters are
performed sequentially, that is, only a subset of the geophysical parameters within the state Xj is
modified from that of the incoming state X0

j in a given step. A numerical weather prediction
model forecast is not used in the retrieval procedure, except for use of the forecasted surface
pressure psurf as the lower pressure boundary when computing radiances RiðXÞ expected for a
given geophysical state Xj. In the case of AIRS only retrievals, a general circulation model
forecast is also used in the specification of surface class over potentially frozen ocean.

In version-5, the major steps in the physical retrieval process were done as follows: (1) A
start-up procedure, involving use of a cloudy regression followed by a clear regression, was used
to generate the initial state X0. (2) Initial clear column radiances R̂0

i were generated for all chan-
nels i using the initial cloud-clearing coefficients, which were generated based on observed radi-
ances in an ensemble of cloud-clearing channels along with the initial state X0. (3) A subsequent
physical retrieval procedure was performed, starting with the initial guess X0, in which AIRS/
AMSU observations were used to retrieve (a) surface skin temperature Ts, surface spectral emis-
sivity εν, and surface bidirectional reflectance of solar radiation ρν; (b) atmospheric temperature
profile TðpÞ; (c) atmospheric moisture profile qðpÞ; (d) atmospheric ozone profile O3ðpÞ;
(e) atmospheric CO profile COðpÞ; (f) atmospheric CH4 profile CH4ðpÞ; and (g) retrieve
cloud properties and compute OLR. These steps were done sequentially, solving only for
the variables to be determined in each retrieval step while using previously determined variables
as fixed with an appropriate uncertainty attached to them, which was accounted for in the chan-
nel noise covariance matrix used in that step.2 The objective in each step [(a) to (f)] was to find
solutions for which computed radiances best match R̂i for the subset of channels selected for use
in that step, bearing in mind the channel noise covariance matrix.2 Steps (a) to (f) were ordered so
as to allow for selection of channels in each step that are primarily sensitive to variables to be
determined in that step or in a previous step, and are relatively insensitive to other parameters.
Separation of the problem in this manner allowed for the problem in each step to be made as
linear as possible. Step (g) was performed after the surface and atmospheric conditions have been
determined using a selected set of observed radiances Ri, rather than clear column radiances R̂i

as used in the other physical retrieval steps.
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In version-6, there are slight modifications to the sequence of steps used in version-5 because
there are two new steps performed in the retrieval sequence. In version-5, physical retrieval step
(a) used channels in both the longwave and shortwave window regions and simultaneously
solved for surface skin temperature Ts, shortwave surface spectral emissivity εswðνÞ, effective
shortwave surface spectral bidirectional reflectance ρswðνÞ, and longwave surface spectral emis-
sivity εlwðνÞ. In version-6, only shortwave window channels are used in this retrieval step to
simultaneously determine Ts, εswðνÞ, and ρswðνÞ. As with regard to the determination of tropo-
spheric temperature profile, use of only shortwave sounding channels is a superior approach to
determine surface skin temperature because errors in cloud-clearing coefficients result in smaller
errors in shortwave clear column brightness temperatures as compared to errors in longwave
brightness temperatures. In addition, shortwave window channel observations are much less
sensitive to errors in the assumed water vapor profile than are longwave window observations.
The longwave surface spectral emissivity εlwðνÞ is solved in version-6 in a subsequent step using
only channels in the longwave window spectral region. This new step is performed after the
humidity profile retrieval step has been performed because longwave window radiances can
be very sensitive to the amount of atmospheric water vapor. In addition, version-6 contains
a new physical retrieval step, performed before the surface temperature retrieval step, in
which ρswðνÞ is updated from its initial guess value. This additional step is performed only dur-
ing the day because reflected solar radiation is not present at night.

The steps used in the version-6 AO (AIRS only) algorithm are identical to those in version-6.
In version-6 AO, however, no AMSU-A observations are used in any step of the physical
retrieval process; nor are they used in the QC methodology, which is otherwise analogous
to that used in version-6. In addition, no AMSU-A observations are used in any way in the
generation of the version-6 AO Neural-Net initial state X0, which uses coefficients that are
trained separately from those of version-6 and are generated without the benefit of any
AMSU observations.

2.2 Improved Version-6 Surface Parameter Retrieval Methodology

In addition to the separation of the retrieval of surface shortwave spectral emissivity and surface
longwave spectral emissivity into two separate steps, Version-6 has also improved other details
in the retrieval of surface skin parameters. Version-6 uses an improved form of the equation
which modifies the retrieved surface spectral emissivity εν from its initial guess ε0ν . In
version-6, we treat the variable to be modified as ð1 − ενÞ and solve for εν according to

ð1 − ενÞ ¼ ð1 − ε0νÞ
�
1þ

Xkmax

k¼1

AkFkðvÞ
�
; (1)

where there are kmax unknowns Ak to be solved for and Fk are piecewise linear functions of
frequency, which vary from 0 to 1 as in version-5. Equation (1) is written in this multiplicative
form so that εν ¼ ε0ν if all coefficients Ak are equal to zero. Version-5 used an additive equation to
modify εν from its first guess,1,3 rather than the multiplicative form shown in Eq. (1). The form of
Eq. (1) is used both when solving for εswðνÞ in the shortwave emissivity retrieval step and also
when solving for εlwðνÞ in the longwave surface emissivity step.

In the shortwave surface parameter retrieval step, in which εν is retrieved simultaneously with
Ts and ρ, kmax is set equal to four. The four shortwave functions FkðvÞ have values equal to 1 at
the four characteristic frequencies 2439.0, 2500.0, 2564.1, and 2631.6 cm−1, respectively. All
FkðvÞ are set equal to 0 at the frequency in which an adjacent function is equal to 1, and at all
frequencies beyond. The first and last functions are set equal to 1 beyond their characteristic
frequencies. A corresponding multiplicative form is also used in version-6 to modify ρν during
the day in the shortwave surface parameter retrieval step according to

ρv ¼ ρ0v

�
1þ

X4
k

BkFkðvÞ
�
: (2)
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In the longwave surface emissivity step, kmax is set equal to six, with analogous spectral
shapes and corresponding characteristic frequencies of 769.23, 819.67, 877.19, 980.39,
1111.10, and 1204.80 cm−1, respectively. Therefore, during the day, nine coefficients, one
for ΔTs where ΔTs is the difference of the retrieved value of Ts from its initial guess T0

s ,
and four values each of Ak and Bk are solved for in the shortwave surface parameter retrieval
step, and five parameters are solved for at night. The basic retrieval algorithm methodology1

works in terms of the principal components of the information content matrix, on a case-by-
case basis, and, thus, uses appropriate linear combinations of the functions Fk used in
Eqs. (1) and (2). Adding more functions Fk is not beneficial after a point and becomes detri-
mental in terms of the computer time needed in the physical retrieval step. The numbers of
functions used in version-6 in the shortwave and longwave surface emissivity retrieval steps
were determined empirically according to how well the retrievals performed.

The initial guess for surface spectral emissivity in both retrieval steps, ε0ν, is set equal to the
AIRS science team ocean emissivity model over nonfrozen ocean, which is based on Wu and
Smith.10 Over land and frozen ocean, we set equal ε0ν to values interpolated from the 1° × 1°
monthly mean MODIS science team aqua MODIS MYD11C3 V4.1 monthly gridded emissivity
for the year 2008, interpolated by the method of Seeman et al.11 As in version-5, ρ0v is initially
estimated as being equal to ð1 − ε0vÞ∕π, but is then modified in a subsequent retrieval step in
version-6, which is performed immediately prior to the shortwave surface parameter retrieval
step. In this step, not performed in version-5, ρ0v is updated in a one parameter physical retrieval
step, using the same channels as in the surface parameter retrieval step, according to

ρ0v ¼ ½ð1 − ε0νÞ∕π�ð1þ CÞ; (3)

whereC is a constant that scales ρ0v but does not change its shape. Inclusion of this step is done to
help account for the attenuation of incoming solar radiation by partial cloud cover along the path
from the sun to the AIRS FOR on which the retrieval is being performed. The values of ρ0v shown
in Eq. (3) are used as the initial guess ρ0v in Eq. (2). Determination of this constant prior to the full
surface retrieval step significantly improved the retrieved values of Ts, εv, and ρv determined
during daytime.

3 Channels and Functions Used in Different Steps of Version-6

Figure 1 shows a typical AIRS cloud-free brightness temperature spectrum and includes the
channels used in both version-6 and version-6 AO for cloud clearing, as well as in each of
the different steps of the AIRS physical retrieval algorithm. The version-6 channels used in
these steps are described in the next sections.

3.1 Cloud Clearing and Temperature Profile Retrieval

Following cloud-clearing theory,5,6 coefficients needed to generate clear column radiances for all
channels are determined using observations in select longwave channels whose radiances are
sensitive to the presence of clouds. Version-6 uses 57 channels to derive the coefficients,
which are used to generate clear column radiances for all channels.1 These channels, which
we mark by yellow stars in Fig. 1, range from 701 to 1228 cm−1. The cloud clearing channels
are the same channels used in a subsequent cloud parameter retrieval step. The temperature pro-
file retrieval step uses 37 channels between 2358 and 2395 cm−1 that are sensitive to both strato-
spheric and tropospheric temperatures. During the day, radiances in these channels, which are
also used in version-5,3 are sensitive to effects of solar radiation reflected in the direction of the
satellite by clouds and by the surface, and also to effects of non-LTE. Effects of non-LTE on
AIRS radiances are accounted for in the AIRS RTA,4 and effects of solar radiation reflected by
clouds and by the surface are well accounted for by different aspects of the retrieval
algorithm.Version-6, like version-5, also uses 53 stratospheric sounding channels between
662 and 713 cm−1 that are relatively insensitive to cloud contamination. Longwave channels
that are more sensitive to cloud contamination are not used in the temperature profile retrieval
step. We indicate the channels used in the determination of temperature profile by red stars in
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Fig. 1. Version-6 also includes 24 additional channels in the temperature profile retrieval step
between 2396 and 2418 cm−1, also shown in red, which are used in both the temperature profile
step and the surface skin temperature retrieval step. Version-6 uses AMSU-A channels 3, 6, and 8
to 14 in the temperature profile retrieval step as well, while version-6 AO does not use these or
any AMSU channels. AMSU-A channel 7 was noisy at launch and was never used in any step of
the retrieval process. Version-5 included AMSU-A channels 4 and 5 in the temperature profile
retrieval step, but those channels subsequently became noisy and neither is used in version-6. In
addition, version-5 included 12 AIRS channels between 2198 and 2252 cm−1 in the temperature
profile retrieval step that are no longer used in version-6. These channels are sensitive to absorp-
tion by N2O and were found to contribute to the spurious negative mid-tropospheric temperature
trend found in version-5 because increases in N2O concentration over time are not accounted for
in either the version-5 or version-6 retrieval algorithms.

3.2 Surface Skin Temperature and Longwave Spectral Emissivity Retrievals

Unlike in version-5, the surface skin temperature retrieval and longwave spectral emissivity
retrieval are done in separate steps in version-6. The surface skin temperature retrieval step
uses 36 channels between 2420 and 2664 cm−1, which we show by light blue stars in Fig. 1,
along with the 24 highest frequency (red stars) channels, which are also used in the temperature
profile retrieval step. These 60 channels are used to determine Ts simultaneously with four inde-
pendent pieces of information about surface shortwave spectral emissivity and, during the day, four
additional independent pieces of information about shortwave surface bidirectional reflectance as
shown in Eqs. (1) and (2). Surface longwave spectral emissivity is determined using 77 channels
between 758 and 1250 cm−1, which we indicate by purple stars in Fig. 1. In this step, coefficients
of six longwave emissivity perturbation functions are solved for, with Ts being held fixed at the
value determined from the previously performed skin temperature retrieval step.

3.3 Constituent Profile Retrievals

As in version-5, constituent profile retrievals are performed in separate subsequent steps, each
having its own set of channels and functions. Figure 1 indicates, by stars of different colors, the

Fig. 1 Sample AIRS cloud-free brightness temperature spectrum. The channels used in different
retrieval steps in version-5 are indicated by stars of different colors.
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version-6 channels used in each of these retrieval steps. The qðpÞ retrieval (pink stars) uses 41
channels in the spectral ranges from 1310 to 1605 cm−1 and 2608 to 2656 cm−1; the O3ðpÞ
retrieval (green stars) uses 41 channels between 997 and 1069 cm−1; the COðpÞ retrieval (gray
stars) uses 36 channels between 2181 and 2221 cm−1; and the CH4ðpÞ retrieval (brown stars)
uses 58 channels between 1220 and 1356 cm−1. The version-6 qðpÞ retrieval step, including the
channels used, is essentially unchanged from that used in version-5 other than the use of the
Neural-Net first guess q0ðpÞ. Some small modifications have been made to the details of
the trace gas retrieval steps. Version-6 trace gas retrieval methodology and results are not treated
in this paper.

4 Comparison of Quality Controlled Version-6 and Version-6 AO
Retrievals with Those of Version-5

Our evaluation compares version-6 and version-6 AO QC’d products with those of version-5. In
the following sections, we evaluate ocean surface skin temperature Ts, ocean and land surface
spectral emissivity εν, and global temperature profile TðpÞ and water vapor profile qðpÞ. Our
evaluation compares results obtained on nine focus days to collocated 3-h European Centre for
Medium-Range Weather Forecasts (ECMWF) forecasts, which are taken as a measure of truth.
These ECMWF forecasts are used in the evaluation of retrieval results, but were not used in any
way in the generation of the retrievals themselves except for the use of the surface pressure psurf

as a boundary condition in the radiative transfer equations. The nine focus days are September 6,
2002; January 25, 2003; September 29, 2004; August 5, 2005; February 24, 2007; August 10,
2007; May 30, 2010; July 15, 2011; and September 14, 2012. All products have QC flags based
on thresholds of error estimates. Both version-5 and version-6 use QC flags for the level-2 output
products in which QC ¼ 0 indicates the best quality products designated for use in a data assimi-
lation (DA) application; products flagged with QC ¼ 1 are of good quality designated to be
included along with those with QC ¼ 0 in the generation of gridded level-3 products used
for climate research; and products flagged with QC ¼ 2 are recommended to not be used
for any purpose. The version-6 methodology used to derive error estimates is analogous to
that used in version-5, but their use in the generation of quality flags is somewhat different
from that used in version-5. Details about the generation of error estimates and their use for
QC flags are given in the Appendix.

4.1 Ocean Surface Skin Temperature Ts and Surface Spectral Emissivity εν

The term Ts refers to surface skin temperature over all surfaces. We also refer to values of Ts over
nonfrozen ocean as sea surface temperature (SST). Figure 2 shows counts of QC’d values of
SSTs over the latitude range of 50°N to 50°, as a function of the difference between Ts and truth
for the nine-day evaluation period, where truth for Ts, and for most other geophysical param-
eters, is taken from the ECWMF 3-h forecast field. We show the counts of version-5 retrievals in
red and pink, version-6 retrievals in dark blue and light blue, and version-6 AO retrievals in black
and gray. The lighter shade of each color shows counts of the best quality Ts retrievals, with
QC ¼ 0, that pass the DA error estimate thresholds. The darker shade of each color shows counts
of combined best and good quality Ts retrievals, including cases with QC ¼ 0 and also cases
with QC ¼ 1 that pass the looser climate error estimate thresholds but do not pass the tighter DA
thresholds. Ocean Ts retrievals with QC ¼ 0 or 1 are the ensemble used over ocean in the gen-
eration of the level-3 surface skin temperature product used for climate studies. Figure 2 contains
statistics for each set of retrievals showing the mean difference from ECMWF, the standard
deviation (STD) of the ensemble differences, the percentage of all possible cases included in
the QC’d ensemble, and the percentage of all accepted cases with absolute differences from
ECMWF of more than 3 K from the mean difference, which we refer to as outliers.
Version-6 QC’d retrievals accept considerably more cases than version-5 and have much
lower STDs of the errors as well. In both ensembles, the percentage of outliers grows with loos-
ening the QC thresholds, as expected. The percentage of version-6 outliers with QC ¼ 0, 1 is
somewhat larger than that in version-5, but the version-6 yield withQC ¼ 0, 1 is more than twice
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as large as that of version-5. It is noteworthy that version-6 retrievals with QC ¼ 0 have a much
smaller percentage of outliers than do version-5 retrievals with QC ¼ 0, 1, along with substan-
tially higher yield. Statistics of QC’d version-6 AO retrievals are very similar to those of
version-6.

Figure 3 shows the spatial distribution, over the latitude range from 60°N to 60°S, of the nine-
day mean differences of the level-3 oceanic SST products from collocated ECMWF values for
both version-6 and version-5. The values shown in a given grid box are the average values for
that grid box of all cases in which the SST retrieval was accepted using climate QC either at
1:30 a.m. or 1:30 p.m. The oceanic grid boxes shown in gray indicate grid boxes in which not a
single value of climate QC’d SST occurred for all 18 possible cases (nine days, twice daily).
Figure 3 represents the spatial coverage and accuracy of a pseudo nine-day mean level-3 product.
The results shown in Fig. 3 are referred to as a pseudo nine-day mean product because they do
not represent those of a typical nine-day level-3 product in which the nine days used are

Fig. 2 Statistics of quality controlled (QC’d) sea surface temperature (SST) differences from
ECMWF truth for version-5, version-6, and version-6 AIRS only (AO) using each data assimilation
QC and climate QC thresholds.

Fig. 3 Nine-day mean difference of version-6 and version-5 level-3 SST products from collocated
ECMWF truth for ocean grid points between 50°N and 50°S.
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consecutive. Figure 3 provides valuable information nonetheless. The version-6 pseudo nine-day
mean level-3 product is significantly improved over the version-5 product in terms of accuracy as
compared to ECMWF and also has almost complete spatial coverage, with 99.55% of possible
oceanic grid points covered, while version-5 has only 91.28% oceanic spatial coverage, and is
marked by gaps in areas that had significant cloud cover in each of the 18 time periods included
in the nine-day mean field.

Figures 4(a) and 4(b) show the mean difference of the retrieved ocean surface emissivity εν
from that of the AIRS science team ocean surface emissivity model as a function of satellite
zenith angle for ν ¼ 950 cm−1 and ν ¼ 2400 cm−1, and Figs. 4(c) and 4(d) show the STDs
of the retrieved values at a given zenith angle. The two channels shown are in the longwave
and shortwave window regions, respectively. In these figures, we show statistics separately
for a.m. orbits in dark colors and p.m. orbits in light colors. In both the longwave and shortwave
window regions, version-6 (as well as version-6 AO) retrieved ocean spectral emissivities as a
function of satellite zenith angle are very close to the values expected using the AIRS science
team ocean surface emissivity model. Differences of version-6 retrieved values of εν from the
ocean emissivity model are much smaller than those of version-5. Version-5 retrieved values of
εν also showed a large spurious feature during the day in the vicinity of satellite zenith angle
−18.24 deg at both frequencies. This spurious feature occurs at the viewing angle at which
maximum sunglint appears in the FOR. In addition to being more accurate in the mean
sense, the retrieved values of εν are much more stable in version-6 compared to those of
version-5, as evidenced by the much lower standard deviations of their values as shown in
Figs. 4(c) and 4(d). There is no appreciable difference between version-6 and version-6 AO
results related to retrieved ocean values of εν.

Fig. 4 Statistics related to ocean surface emissivity as a function of satellite zenith angle.
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Figures 4(a) and 4(b) show that daytime and nighttime version-6 retrieved values of ocean
surface emissivity are not only close to those of the ocean emissivity model, which is a good
measure of truth, but also very close to each other, as expected. Over land, surface spectral
emissivity values change rapidly in space, and time as well, as a result of variations in ground
cover, such as vegetation, rock, and soil types, and even snow cover. At a given location and day,
these values should not change appreciably from day to night, however. Figure 5 shows the nine-
day mean 1:30 a.m./1:30 p.m. differences of retrieved values of εv at 950 and 2400 cm−1 over
land obtained using the version-6 and version-5 retrieval systems. As in the case of ocean, day/
night differences of version-6 retrieved land surface emissivity are much smaller than those of
version-5, as they should be.

4.2 T(p) Retrieval Accuracy as a Function of Yield

Unlike the major improvements made in version-6 methodology to retrieve surface skin param-
eters, the fundamentals of the methodology used in version-6 to retrieve temperature profile TðpÞ
from AIRS cloud cleared radiances R̂i are basically the same as those used in version-5.
Neverthless, version-6 temperature profile accuracy as a function of cloud cover is significantly
improved over that of version-5 for a number of reasons. Foremost among these is the use of the
Neural-Net temperature profile first guess, which is more accurate than the regression-based
version-5 first guess, especially under more stressing cloud conditions. Version-6 retrieved tem-
perature profiles also benefit from the improvement in version-6 surface skin parameters as well
as improved version-6 QC methodology.

Figure 6 shows statistics of the differences of QC’d version-5 and version-6 TðpÞ retrievals
from collocated ECMWF truth for a global ensemble of cases taken over the nine focus days.
Figure 6(a) shows the percentage of QC’d cases accepted as a function of height, Fig. 6(b) shows
RMS differences of 1 km layer mean temperatures from collocated ECMWF truth, and Fig. 6(c)
shows biases of QC’d 1 km layer mean differences from ECMWF. Statistics are shown for seven

Fig. 5 Difference of 1:30 a.m. and 1:30 p.m. nine-day mean land level-3 emissivity products
shown at 950 and 2400 cm−1 for each of version-6 and version-5.
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sets of results. We show in red the results for version-5 retrievals using three different QC pro-
cedures, in blue the results for version-6 retrievals using two different QC procedures, and in
black the results for version-6 AO retrievals using QC procedures analogous to those of
version-6.

QC procedures used in both version-5 and version-6 designate two characteristic pressures
for each temperature profile, pbest and pgood. These pressures are computed using thresholds of
temperature profile error estimates δTðpÞ. The Appendix describes the manner in which δTðpÞ is
computed and how it is used for QC purposes. Version-5 had only one set of TðpÞ QC error
estimate thresholds, called standard thresholds, which were used to define version-5 values of
pbest, down to which TðpÞ retrievals were considered to be of highest quality. The version-5
standard thresholds were chosen such that if one utilized only TðpÞ retrievals down to pbest

for each case, this procedure would provide a middle ground of keeping retrievals with highest
accuracy, which would be optimal for DA purposes on one hand, and keeping retrievals with the
highest yield (best spatial coverage), optimal for climate purposes on the other hand. Experience
using version-5 products showed that standard QC thresholds were optimal for neither purpose.
For example, DA experiments assimilating version-5 retrievals down to a value of pbest defined
using a tighter set of thresholds than those of the official version-5 system, referred to as tight
thresholds,12 resulted in significantly improved forecasts compared to assimilation of TðpÞ
retrievals down to values of pbest computed using the looser standard QC thresholds. The dotted
red lines in Fig. 6 show acceptance yield and accuracy of version-5 retrievals down to pbest as
defined using the tight QC thresholds (not officially part of version-5). The solid red lines in
Fig. 6 show equivalent statistics for the ensemble of version-5 retrievals down to pbest as com-
puted using the standard thresholds. The global yield of cases in which pbest is equal to the
surface pressure psurf , as defined using standard thresholds, is shown in Fig. 6(a) to be
∼35%. Utilization of an ensemble of retrievals with such a low yield would not be adequate
for the generation of level-3 TðpÞ products with reasonable spatial coverage near the surface.
The spatial coverage near the surface of such an ensemble of cases is particularly poor over land
and sea-ice. In order to be able to generate level-3 products with reasonable spatial coverage in
version-5, an additional case-by-case characteristic pressure, pgood, was defined in an ad hoc

Fig. 6 Global mean statistics of QC’d version-5, version-6, and version-6 AO temperature profiles,
compared to ECMWF truth, using different QC thresholds.
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manner over land and sea-ice for use in the generation of level-3 products. If pbest was at least
300 mb over these domains, pgood was set to be equal to the surface pressure psurf . Otherwise,
pgood was set equal to pbest. Version-5 level-3 products for TðpÞ at a given pressure p were
generated using all cases for which p was ≤pgood. Over nonfrozen ocean, there was no
need to include additional cases in the generation of a level-3 product with good spatial coverage,
and pgood over nonfrozen ocean was always set equal to pbest. The dashed red lines in Fig. 6 show
statistics for version-5 retrievals, which are included down to pgood, i.e., statistics for the ensem-
ble of cases used in the generation of the version-5 level-3 TðpÞ products. Global yield of
version-5 cases down to pgood at the surface has increased to ∼60%, and the global mean
RMS error of version-5 cases down to pgood has increased to 2.7 K near the surface.

Having learned from the experience with version-5 QC methodology based on the use of a
single set of TðpÞ thresholds for both DA and climate applications, version-6 defines pbest and
pgood independent of each other based on the use of two different sets of QC thresholds. A tight set
of DA TðpÞ thresholds, optimized for DA purposes (cases withQC ¼ 0), was used to derive pbest,
and a substantially looser set of climate TðpÞ thresholds, optimal for climate purposes (cases with
QC ¼ 1), was used to derive pgood. The solid blue and black lines in Fig. 6 show statistics for
version-6 and version-6 AO results, respectively, using their appropriate sets of DAQC thresholds,
including all cases down to pbest, and the blue and black dashed lines show results using the appro-
priate climate thresholds, including all cases down to pgood. As in version-5, version-6, and
version-6 AO, level-3 gridded products utilize all cases passing climate QC, that is, all cases
down to pgood. The Appendix provides detailed information about the TðpÞ QC methodologies
used in version-5 and version-6, as well as the different thresholds used in each version.

In version-5, all retrievals were either accepted or rejected above 70 mb based on the use of
different types of tests, even before applying the error estimate based QC procedures.3 One of the
tests that disqualified the entire temperature profile, and flagged the entire profile with QC ¼ 2

(do not use), was that the retrieved cloud fraction is >90%. Roughly 83% of version-5 retrievals
passed the initial screening procedure, with none of them occurring under near overcast con-
ditions. Version-5 retrievals with tight QC have considerably lower yield than those with stan-
dard QC below 200 mb, with correspondingly smaller RMS errors on the order of 1K beneath
300 mb. The ensemble of version-5 retrievals used to generate level-3 TðpÞ products (dashed red
line) differs from that of those accepted down to pbest < 300 mb. The yield near the surface is
∼60%, which is better for the generation of level-3 products, but the RMS error for this larger
ensemble of cases with QC ¼ 0 or QC ¼ 1 is much larger near the surface than those with
QC ¼ 0. While RMS errors of retrievals increased with increasing yield, there is no appreciable
difference in version-5 bias errors, compared to ECMWF, found using any of the three version-5
ensembles of cases shown in Fig. 6.

Version-6 does not apply any test that eliminates the entire temperature profile, other than the
requirement that the retrieval runs to completion. Version-6 retrievals using DA thresholds
(QC ¼ 0) have a yield much higher than those passing version-5 tight thresholds down to
∼700 mb and have RMS errors <1 K at all levels, which has been found to be optimal for
DA purposes.12 Among other benefits from the perspective of DA is that version-6 will
allow for the assimilation of AIRS temperature products above the clouds, both in storms,
as well as under overcast conditions in general. The yield of version-6 retrievals with climate
QC (QC ¼ 0, 1) is extremely high throughout the atmosphere, with a value of ∼80% at the
surface. Achievement of this very high yield is extremely valuable in the generation of more
representative version-6 level-3 products used for climate studies. RMS errors of version-6
retrievals with climate QC are better than, or comparable to, those of version-5 with standard
QC down to the surface, and significantly better than that of the ensemble of version-5 retrievals
used to generate level-3 products. Results for version-6 AO using either QC procedure are
roughly comparable to those of version-6, but with slightly lower yields near the surface.

The results shown in Fig. 6 are for all accepted retrievals, whether they were obtained during
the night, when non-LTE and reflected solar radiation do not affect shortwave radiances, or
during the day, when these effects must be well accounted for in order to produce accurate
retrievals. Figure 7 is analogous to Fig. 6, but breaks down the version-6 results shown into
those obtained during the night (1:30 a.m.) and those obtained during the day (1:30 p.m.).
Figure 7 shows that there is essentially no difference in the quality of the results obtained at
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night and those during the day. This implies that effects of non-LTE on shortwave radiances
during the day are well accounted for by the AIRS RTA. This result also implies that cloud
cleared radiances obtained during the day are as accurate as those obtained at night and, indeed,
that the procedure used to generate cloud cleared radiances also accounts for the effects of solar
radiation reflected by clouds in the AIRS FOVs.

Figures 8(a) and 8(b) compare RMS errors of QC’d version-6 and version-5 retrievals with
those of their first guesses. The solid and dashed blue and red lines shown in Fig. 8 are identical
to those in Fig. 6(b). The RMS errors of the first guesses are shown by light blue lines for

Fig. 7 Global nine-day version-6 temperature profile statistics shown separately for daytime and
nighttime cases.

Fig. 8 Comparison of the accuracies of QC’d version-6 and version-5 retrieved temperature pro-
files with those of their initial guesses.
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version-6 and pink lines for version-5. Figure 8(a) shows that the version-6 retrievals improve on
the Neural-Net guess at all pressures > ∼ 150 mb, especially for the easier ensemble of cases
accepted using DA thresholds. Version-6 retrievals are slightly poorer than their first guess above
60 mb, which is at least in part due to the fact that the Neural-Net guess above 60 mb is extremely
accurate. Figure 8(b) shows that essentially the same relative result holds for version-5, though in
version-5 the retrievals always improve on their first guess, which is less accurate than the
Neural-Net, at all levels. In addition, unlike for version-6, the improvement over the first
guess is greatest in the mid-troposphere.

4.2.1 T(p) retrieved accuracy as a function of cloud fraction

Figure 9(a) shows % yields of version-5 and version-6 retrievals, accepted using version-5 stan-
dard QC and version-6 climate QC, respectively, as a function of retrieved cloud fraction at three
mid-lower tropospheric pressures, and Fig. 9(b) shows the RMS TðpÞ errors over three corre-
sponding 1-km layers. Version-6 climate QC yields are much higher than those of version-5 at all
cloud fractions, especially at larger cloud fractions. Version-6 RMS errors over these larger
ensembles of cases for all cloud fractions are also considerably better than those of the smaller
version-5 ensembles. The fact that version-6 retrievals remain accurate and improve over the
Neural-Net first guess at larger cloud fractions indicates that the version-6 cloud cleared radi-
ances are accurate as well under more difficult cloud conditions.

4.3 Retrieval Accuracy of q(p)

The details of the qðpÞ retrieval step are essentially unchanged from what was done in the qðpÞ
retrieval step both in version-5 and in version-4. Version-7 will address further improvements to
be made to the qðpÞ retrieval algorithm. Nevertheless, version-6 retrieved values of qðpÞ are
improved over those of version-5 as a result of the same factors that led to improved
version-6 values of TðpÞ as compared to version-5: (1) improved surface skin temperatures
and spectral emissivities, (2) an improved first guess q0ðpÞ provided by the Neural-Net
start-up system, and (3) improved clear column radiances R̂i. Version-6 retrieved values of
qðpÞ also benefit from improved values of TðpÞ that are used as input to the qðpÞ retrieval step.

Fig. 9 (a) Percent acceptance, using climate QC, of global version-5 and version-6 temperature
profiles as a function of retrieved fractional cloud cover at three select pressure levels. (b) RMS
difference of version-5 and version-6 1 km layer mean temperatures from colocated truth in three
select layers.
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Figure 10 shows results analogous to those of Fig. 6 comparing QC’d 1-km layer precipitable
water to that of collocated values of ECMWF. We show results only up to 200 mb, above which
water vapor retrievals are considered to be of minimal validity and are not included in the AIRS
science team standard product data set. The relative results comparing version-5 and version-6
qðpÞ retrievals are analogous to those found for TðpÞ. Version-6 qðpÞ retrievals with both DA
and climate QC are considerably improved over those of version-5 in the lower troposphere. This
improvement in the lower troposphere is at least partially a result of the improved values of Ts

and εν in version-6 compared to version-5. As with TðpÞ, version-6 qðpÞ retrievals with climate
QC are unbiased, have high accuracy, and contain almost complete spatial coverage. Globally,
version-6 AO qðpÞ retrievals are slightly less accurate than those of version-6 near the surface.
This difference between results of version-6 and version-6 AO occurs primarily over the ocean
and is a result of the benefit over ocean of the 22- and 31-GHz channels of AMSU-A, which are
not included in the AIRS only retrieval procedure.

In version-6,WTOT is flagged to be of highest quality (QC ¼ 0) if the water vapor profile has
best quality (QC ¼ 0) down to the surface andWTOT is flagged to be of good quality (QC ¼ 1) if
the water vapor profile has good quality (QC ¼ 1) at the surface. This same test is also applied to
generate QC flags for (1) surface air temperature, (2) clear sky OLR, (3) O3, CH4, and CO
profiles, and (4) surface skin temperatures over land and nonfrozen ocean.

Figure 11 shows the spatial distribution of the pseudo-level-3 nine-day mean field of
accepted cases of total precipitable water, WTOT, flagged to be of climate quality (QC ¼ 0,
1). The statistics shown for version-6 and version-5 represent the % of grid points containing
values, the area weighted global mean difference of the gridded level-3 values ofWTOT from the
collocated ECMWF values of WTOT, and the area weighted spatial standard deviation of those
values from ECMWF. Statistically, the version-6 pseudo nine-day mean level-3 values of WTOT

are considerably more accurate than those of version-5, especially over land. This improvement
ofWTOT is partially a result of improved version-6 surface skin parameters, especially over land.
Version-5 used a different procedure to accept those values ofWTOT to be used in the generation
of the level-3 product than that used in version-6.

Fig. 10 Global mean statistics of QC’d version-5, version-6, and version-6 AO water vapor pro-
files, compared to ECMWF truth, using different QC thresholds.
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4.4 Yield Trends and Spurious Bias Trends of T(p)

Our research using version-5 retrieved products indicated that QC’d version-5 values of TðpÞ
had a large negative yield trend, as well as spurious bias trends when compared to collocated
ECMWF values of TðpÞ. A prime consideration in the finalization of version-6 was to alleviate
these negative yield trends and spurious bias trends as much as possible. Figure 12 shows yield
trends and temperature bias trends of version-5 retrievals using standard QC, and both version-6
and version-6 AO retrievals using climate QC, as evaluated over the nine days used in all other
figures. Figure 12(a) shows that the % yield of accepted version-5 retrievals was decreasing over
time (negative yield trend), and Fig. 12(b) shows that version-5 retrievals had substantial neg-
ative spurious temperature bias trends in the troposphere, which were in part due to the fact that
the regression first guess used in version-5 had a negative tropospheric temperature bias trend

Fig. 11 Difference of climate QC’d nine-day mean total precipitable water (cm) from collocated
ECMWF for version-6 and version-5.

Fig. 12 Global mean yield and spurious layer mean temperature bias trends of QC’d version-5,
version-6, and version-6 AO retrievals as a function of pressure.
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itself. A substantial part of the negative yield trend was due to a significant degradation of the
noise characteristics of AMSU-5. Version-6 contains modifications that alleviated these prob-
lems, one of which is that version-6 no longer uses AMSU-5 at all. Other factors also contributed
to the spurious temperature bias trends found in version-5, and these were also corrected in
version-6.

Figure 12 shows that version-6 has eliminated the substantial negative tropospheric temper-
ature profile yield trends, on the order of 2% per year, which were found in version-5. In addi-
tion, the version-6 negative TðpÞ bias trends beneath 500 mb are much smaller than those of
version-5, which were as large as −0.08 K∕yr. Part of this improvement is due to the fact that the
Neural-Net first guess used in version-6 does not appear to have any spurious trends associated
with it. In addition, version-6 does not use any channels sensitive to N2O in the TðpÞ retrieval
step, which were used in version-5. These channels are no longer used in the temperature profile
retrieval step because the concentration of N2O has been changing over time and this is not
accounted for in the AIRS RTA. There is no appreciable difference between the yield or
bias trend results obtained for version-6 and version-6 AO.

4.5 Comparison of Version-6 and Version-5 Retrieved Values of Cloud Fraction
and Cloud Top

4.5.1 Pressure

The procedure used to derive cloud fraction and cloud top pressure in version-6 is similar to that
used in version-5,1,3 but version-6 has a number of significant improvements. The radiatively
effective cloud fraction at frequency ν, αεν; is given by the product of α, the geometric fractional
cloud cover of an AIRS FOVas seen from above, and εν, the cloud spectral emissivity. The AIRS
science team cloud parameter retrieval methodology determines only the product of these two
terms, αεν, along with a corresponding cloud top pressure pc, for each of up to two layers of
clouds in a given scene.1,3 A basic simplifying assumption of the cloud retrieval methodology
used in both version-5 and version-6 is that the clouds are gray, that is, αεν is independent of
frequency. Version-5 simultaneously derived 20 parameters for each AIRS FOR, nine effective
cloud fractions αε1 and αε2, one pair for each AIRS FOV l contained within the AMSU FOR,
along with two cloud top pressures pc1, and pc2 considered to be representative of the pressures
of each of the two layers of clouds covering the entire AIRS FOR. In version-6, the cloud param-
eter retrieval step is performed separately for each AIRS FOV l to determine the four param-
eters, αε1;l, αε2;l, pc1;l, and pc2;l, in each FOV. A total radiatively effective cloud fraction for the
entire FOR, αε, is computed as the average cloud fraction according to

αε ¼
X9
l¼1

ðαε1;l þ αε2;lÞ∕9; (4)

and an effective cloud top pressure for the entire FOR is computed as the weighted average of all
nine values of pc1 and pc2 in the FOR

pc ¼
X9
l¼1

ðαε1;lpc1;l þ αε2;lpc2;lÞ∕
X9
l¼1

ðαε1;l þ αε2;lÞ (5)

as was also done in version-5. The version-6 level-2 product contains individual values of αε1;l,
αε2;l, pc1;l, pc2;l for each AIRS FOV, as well as the single FOR heritage values αε and pc

defined according to Eqs. (4) and (5).
Cloud parameters in an AIRS FOV are derived such that channel radiances computed using

these cloud parameters Riðαε1; αε2; pc1; pc2; XÞ, where X is a state vector for the FOV, best
match the observed radiances Ri in that FOV for the ensemble of cloud retrieval channels i.
The i channels used to determine cloud fraction and cloud top pressure are the same as
those used in the cloud clearing step and are shown by yellow stars in Fig. 1. The state vector
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X used to derive cloud parameters in an AIRS FOV is the geophysical state retrieved for the
entire AIRS FOR containing the nine FOVs.

In version-5, the state vector X used to derive values of αε and pc in an FOR was the retrieved
state used in the final cloud clearing step for those cases in which a successful combined AIRS/
AMSU retrieval was performed. In the roughly 27% of the cases in which the AIRS/AMSU
retrieval was rejected (see Fig. 6), the state X used to derive cloud parameters was the so-called
fallback state that was obtained from a previously performed AMSU only retrieval step.3 Cloud
parameters retrieved using the fallback state vector X were flagged as QC ¼ 1, and those
retrieved using the final retrieval state vector X were flagged as QC ¼ 0. Under some conditions,
the cloud parameter retrieval step was not able to complete successfully, and clouds retrieved for
those cases were flagged as QC ¼ 2 in version-5.

In version-6 and version 6 AO, successful retrievals are performed under essentially all con-
ditions, and there is no need to use X derived from a microwave fallback state. Nevertheless,
version-6 does resort to the use of X derived from a partial fallback state under some circum-
stances in which part of the retrieved state X is known to be of poor quality and a better alter-
native is available. In particular, values of Ts retrieved under either near overcast or overcast
conditions over ocean can be spuriously very low. These values of Ts will, in general, be flagged
as bad, with QC ¼ 2, meaning they are not used in the generation of the level-3 Ts product.
Associated values of εi retrieved under these conditions will also be poor and are also flagged
to be of poor quality. Nevertheless, some value for Ts and εi must be included in the state vector
X used to derive the cloud product. We have found that the initial guess T0

s coming from the
Neural-Net start-up procedure gives reasonable values over nonfrozen ocean even for very
cloudy cases. Therefore, over ocean, if jTs − T0

s j > 5 K, we assume the retrieved values εi
and Ts are in error and replace Ts and εi in the retrieved state vector X by T0

s and εoi while
retaining the remainder of the retrieved state vector X when computing cloud parameters.
We have found that Neural-Net values of T0

s over land or ice are not of sufficiently good quality
for use in the generation of cloud parameters, so this test and replacement procedure is done only
over open ocean. As in version-5, cloud parameters retrieved in such fallback cases are flagged as
QC ¼ 1. Cloud parameters retrieved under almost all other cases, which represent the vast
majority of the cases, are flagged as QC ¼ 0. Under the extremely rare conditions in which
the final cloud parameter retrieval step does not complete successfully, cloud parameters are
flagged as QC ¼ 2 as was done in version-5 and are not used in the generation of the level-
3 cloud products.

A complication in the cloud parameter retrieval methodology is that the best least squares fit
may result from a cloud parameter solution that lies in a region that is unphysical. To avoid an
unphysical result, we do not allow retrieved cloud fractions to be <0 or >100%; nor do we allow
cloud top pressures to be very close to the surface or above the tropopause. Because of the way
these constraints were handled in version-5, many cloud retrievals in version-5 failed to converge
properly. We made numerous enhancements in version-6, which stabilized the cloud parameter
retrieval step and also allowed for cloud top pressures to lie closer to the surface than was
allowed in version-5.

Figure 13(a) shows the number of cases in which a nonzero cloud fraction αεwas retrieved as
a function of cloud top pressure pc for version-5, version-6, and also for version-6 AO. Two
features are readily apparent from Fig. 13(a): the distributions of the number of cases obtained as
a function of retrieved cloud top pressure are essentially identical in version-6 and version-6 AO,
and both are substantially different from that of version-5. Version-5 has spikes in the number of
cases retrieved at select pressures, such as 200, 300, 350, 750, 850, and 950 mb, which resulted
from the cloud retrieval algorithm’s inability to converge properly in those cases. Such features
are not observed in either version-6 or version-6 AO. Even more significant is the shift to higher
pressures in the peak of the occurrence of low clouds in version-6 as compared to version-5. This
difference near 1000 mb is, in part, due to the constraint used in version-5 that pc must be at least
50 mb above the surface, while in version-6, pc was allowed to go down to 10 mb above the
surface. The large shift in the peak in the number of clouds retrieved in version-5 as a function of
cloud top pressure, from ∼650 to ∼750 mb in version-6, is a combined result of changes not only
in the cloud parameter retrieval step, but also in the state vector X used in version-5 compared to
that used in version-6, which does not use a microwave only fallback retrieval state.
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Figure 13(b) shows plots analogous to those shown in Fig. 13(a), but shows the average cloud
fraction αε found for each cloud top pressure pc. Cloud fractions in version-6 and version-6 AO
are again very close to each other and differ significantly at some cloud top pressures from those
of version-5. Version-6 has more clouds than version-5, between 130 and 400 mb. On the other
hand, version-6 has fewer clouds than version-5, between ∼600 and 750 mb, which corresponds
to the pressure interval in which the maximum numbers of cloud parameter retrievals occurred in
version-5. Figure 13(b) shows spikes in the retrieved cloud fraction in version-5 at the same
pressures in which they occurred in Fig. 13(a). These version-5 spikes in Fig. 13(b) are negative
at pressures <500 mb, indicative of the fact that the spurious cloud retrievals occurring at these
discrete pressures had low, probably ∼0, cloud fractions. On the other hand, these spikes in
Fig. 13(b) for version-5 were positive at pressures 700 mb and greater, indicative that these
spurious cases had large cloud fractions, most likely close to 100%. Version-5 also had a some-
what disconcerting peak near 90 mb in Fig. 13(b), but Fig. 13(a) shows that there were very few
such cases.

Figure 14 shows the spatial distributions of values of cloud fraction αε and cloud top pressure
pc for the daytime and nighttime orbits on August 10, 2007 as retrieved using version-5 and
version-6. These plots depict both αε and pc at the same time. There are seven different color
scales used for different intervals of pc, as indicated on the figures. Reds, violets, and purples
indicate high (low pressure) clouds, blues and greens indicate mid-level clouds, and oranges and
yellows indicate low clouds. Within each color scale, darker colors indicate greater fractional
cloud cover, and paler colors indicate lower fractional cloud cover. While the basic cloud patterns
are the same in version-6 and version-5, the cloud features are much more coherent, and the
colors are darker, in version-6. Of particular significance are the coherent areas of dark orange,
depicting extensive cloud cover with cloud top pressures between 680 and 800 mb, found in

Fig. 13 Global statistics of version-5, version-6, and version-6 AO cloud parameter retrievals as a
function of retrieved cloud top pressure: (a) Number of retrieved cases for a given cloud top pres-
sure. (b) Average retrieved cloud fraction of a function of cloud top pressure.
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version-6 that are at best muted in version-5. This finding is indicative of the better ability to
derive the existence of stratus clouds over ocean in version-6 as compared to version-5.
Particularly noteworthy is the region in the vicinity of 30°N, 120°W, off the West Coast of
North America, in which version-6 depicts extensive stratus cloud cover at both 1:30 a.m.
and 1:30 p.m., while version-5 shows very little cloud cover at all. The results shown in
Fig. 13(a) are suggestive of this result because many more cases with pc > 700 mb exist in
version-6 as compared to version-5. Another noteworthy improvement in version-6 clouds com-
pared to version-5 is that the spatial distribution of clouds in version-5 has many missing grid
points in which no successful cloud retrieval was performed.

There are very few missing grid points (other than orbit gaps) found in version-6. The percent
of grid boxes in which data exist, indicated beneath each figure, shows that version-6 has
retrieved cloud parameter values in ∼6% more of the grid boxes than does version-5, both
at 1:30 a.m. and 1:30 p.m.

Kahn et al.13 give more details about the updates to the cloud parameter retrieval algorithm in
version-6 as compared to version-5 and show that the higher spatial resolution cloud top pres-
sures, and corresponding cloud top temperatures found in version-6, have coherent spatial struc-
ture and contain a larger range of values than is found in version-5. Kahn et al.13 also show a
much better agreement of retrieved version-6 cloud parameters, as compared to version-5, with
those found in CloudSat and CALIOP data. Kahn et al.13 also introduce the new version-6 prod-
ucts of cloud thermodynamic phase, ice cloud effective diameter, and ice cloud optical thickness,
which are derived on an AIRS FOV basis using other AIRS retrieved products as a starting point
for their radiative transfer calculations.

Fig. 14 Version-6 and version-5 retrieved cloud fractions and cloud top pressures for 1:30 a.m.
and 1:30 p.m. orbits on August 10, 2007.
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4.6 Outgoing Longwave Radiation

AIRS OLR is computed for each AIRS FOV in which a successful cloud parameter retrieval is
performed. QC flags used for OLR are identical to those used for cloud parameters. OLR is
computed via a radiative transfer calculation, which generates the total longwave flux to
space expected for the final retrieved state vector X, including the retrieved cloud parameters.
More details of the methodology used to calculate AIRS version-5 and version-6 OLR are given
in Susskind et al.14 Susskind et al.14 show that version-5 OLR gives good agreement with
CERES OLR, in terms of both absolute values and anomaly time series on a 1° × 1° lati-
tude-longitude spatial scale. Susskind et al.14 also show that version-6 OLR gives even better
agreement with CERES than does version-5 OLR. Part of this improvement of OLR in version-6
is a result of the improved accuracy of version-6 retrieved products as compared to version-5. In
addition, version-6 uses an improved OLR radiative transfer parameterization15 compared to
what was used in version-5.16

5 Quality Controlled Values of Clear Column Radiances R̂i

The clear column radiance for channel i, R̂i, is a derived quantity and, like other version-6
derived quantities, has case-by-case, channel-by-channel, error estimates δR̂i, generated in a
manner that is described in the Appendix. Version-6 and version-6 AO use thresholds of
δR̂i to generate case-by-case, channel-by-channel, QC flags for R̂i, in a manner described in
the Appendix. Channel-by-channel QC flags were not a feature of version-5. Figure 15
shows statistics over the spectral interval from 650 to 760 cm−1, related to QC’d values of
R̂i for all oceanic cases within the latitude band of 50°N to 50°S generated using the nine-
day ensemble of retrievals. The top panel of Fig. 15 shows the percent of all cases, as a function
of frequency, passing loose climate thresholds (QC ¼ 0, 1), and tight DA thresholds (QC ¼ 0),
in light and dark colors, respectively. Results are shown in shades of blue for version-6 and in
shades of black for version-6 AO. Percent yields are greater for cases passing the climate QC test
as compared to the DA QC test, as expected, but it is important to note that there are no appre-
ciable yield differences between version-6 and version-6 AO QC’d values of R̂i with regard to
either test. The second panel of Fig. 15 shows the mean values of Θ̂i over all cases with

Fig. 15 Statistics for QC’d version-6 and version-6 AO cloud cleared brightness temperatures
over the spectral interval from 650 to 760 cm−1, using two sets of QC thresholds. Results
shown are for all accepted oceanic cases 50°N to 50°S.
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QC ¼ ð0; 1Þ, where Θ̂i is the clear column brightness temperature given by the blackbody tem-
perature corresponding to R̂i. Θ̂i is indicative of the temperature of the portion of the atmosphere
to which the channel is most sensitive. Channels with νi <720 cm−1 are sensitive primarily to
stratospheric temperatures, and among such channels, those with larger values of Θ̂i sound
higher in the stratosphere. The reverse is true for channels with νi >720 cm−1, which are sen-
sitive primarily to tropospheric temperatures, and in which higher values of Θ̂i indicate increased
sensitivity to temperatures in the lower portions of the troposphere, and eventually to the surface
skin temperature. Yields of QC’d values of R̂i generally decrease with increased channel sen-
sitivity to lower tropospheric and, eventually, to surface skin temperatures. Figure 15 shows that
yields of accepted values of R̂i using DA QC thresholds are 50% or higher for channels up to
750 cm−1, which have considerable sensitivity to surface temperature. Yields are higher for
those channels sensing higher in the atmosphere, in which observed radiances are less sensitive
to cloud cover and R̂i are, therefore, less sensitive to cloud clearing errors.

The third panel of Fig. 15 shows the STDs of QC’d values of ðΘ̂i − Θtruth
i Þ referred to as ΔΘ̂,

and also shows in yellow the mean values of the equivalent brightness temperature channel noise
NEΔTi, given by the single FOV channel radiance noise NEΔNi evaluated at Θ̂i. Values of Θtruth

i
are computed on a case-by-case basis using the collocated ECMWF state in conjunction with the
AIRS RTA. Errors in both the state and in the AIRS OLR forward calculation will each con-
tribute to errors in Θtruth

i . Over land, the surface parameters Ts and εν used for truth both contain
considerable uncertainty, and they contain some uncertainty over ocean as well. The results
shown in Fig. 15 are for ocean cases only because we do not have accurate estimates of
Θtruth

i over land for channels sensitive to the surface.
Errors in Θ̂i arise from two sources: instrumental noise and cloud clearing errors, as dis-

cussed in detail in Appendix. The channel i clear column radiance R̂i is obtained as a linear
combination of the observed radiances Ri;l for that channel in each of the l ¼ 9 FOVs
used to generate the retrieval.3 For channels thought to be unaffected by clouds, the nine obser-
vations are averaged together, and this averaging results in a multiplicative channel noise reduc-
tion factor of 1∕3 for channels that do not see clouds. Consequently, the STDs of ΔΘ̂i for
stratospheric sounding channels are actually lower than the instrumental noise, especially
using DA QC as shown in the darker colors. In general, the taking of a linear combination
of Ri;l to obtain R̂i amplifies the effect of channel noise on Θ̂i, especially in the case of
more difficult cloud cases.3 Therefore, even if the coefficients used to determine R̂i from
Ri;l were perfect, the STD of ΔΘ̂i would exceed NEΔTi for channels sensitive to clouds in
the FOR. The largest potential source of errors in Θ̂i results from errors in the cloud clearing
coefficients used to derive R̂i. For both these reasons, the STD of ΔΘ̂i increases as frequencies
become more sensitive to lower tropospheric and surface temperatures and whose radiances are
more greatly affected by clouds. Part of the errors shown at higher νi is an artifact resulting from
the effect of the uncertainty in ocean surface skin temperature and ocean spectral emissivity on
the values of Θtruth

i in channels sensitive to the surface. In any event, the STDs of ΔΘ̂i using DA
QC are not appreciably larger than channel noise up to ∼740 cm−1.

The fourth panel of Fig. 15 shows biases of ΔΘ̂. Biases of ΔΘ̂ for all four ensembles of cases
are similar to each other. The small biases outside the higher frequency window region are par-
tially a result of biases in Θtruth

i rather than in Θ̂i, as well as a result of systematic errors in the
RTA. The negative bias of ΔΘ̂i in channels more sensitive to the surface may be real and be the
result of insufficient cloud clearing when very low clouds are present.

The most important potential application of using QC’d values of R̂i is with regard to DA.
ECMWF and National Centers for Environmental Prediction (NCEP) assimilate observed AIRS
radiances Ri operationally. In particular, ECMWF and NCEP assimilate AIRS radiances pri-
marily in the spectral interval of 650 cm−1 to 740 cm−1. These channels are assimilated on
a case-by-case, channel-by-channel basis, using radiances only in those channels whose
observed radiances are thought to be unaffected by clouds. In principle, operational centers
could assimilate values of R̂i in an analogous way given appropriate error estimates and QC
procedures. The spatial coverage of DA QC’d R̂i is significantly greater than that of radiances
unaffected by clouds, especially for tropospheric sounding channels. Figure 15 shows that values
of R̂i with QC ¼ 0 over ocean for the most part have yields of 70% or better at frequencies
<740 cm−1. Moreover, the STD of the errors inΔΘ̂i with QC ¼ 0 are on the order of the channel
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noise at these frequencies. For those cases in which the errors in R̂i are greater than the channel
noise, their individual errors are characterized very well by R̂i and this can be taken into account
by the DA procedure.

6 Summary

AIRS/AMSU observations are now being processed near real time at the Goddard DISC using
both the AIRS science team version-6 retrieval algorithm as well as the AIRS only processing
system version-6 AO, which does not use AMSU observations in any way. All AIRS data since
September 2002 has been reprocessed using both algorithms. Results using AIRS version-6 AO
are almost as good as those obtained using AIRS version-6, and both are significantly better in
every way than those obtained previously using the AIRS science team version-5 algorithm. The
success of version-6 AO is extremely important for two different reasons. The most immediate
reason is that it serves as an important backup processing mode for AIRS data in the event that
the AMSU instrument, which has been degrading over time, further degrades significantly. The
AIRS instrument is showing essentially no signs of degradation and is expected to generate good
data as long as the Aqua spacecraft remains in a stable orbit, perhaps until 2022 or even later. In
addition, this result demonstrates that while desirable, it is not essential for future atmospheric
sounding missions carrying a high spectral resolution IR sounder, such as on a geostationary
sounder or on low Earth orbit CubeSats, to carry a microwave sounding instrument to accom-
pany the advanced IR sounder.

The AIRS science team version-6 retrieval algorithm contains a number of significant
advances over what was done in version-5. The most important advance is that the physical
retrieval methodology used in version-6 determines information about surface skin temperature
using cloud cleared radiances only in the shortwave window region of 2396 and 2664 cm−1,
while version-5 determined surface skin temperature using cloud cleared radiances in shortwave
window channels simultaneously with those in the longwave window region. This modification
resulted in a significant improvement in the quality of both ocean and land surface skin param-
eters retrieved in version-6, compared to version-5, during both daytime and nighttime condi-
tions. In the past, there had been a reluctance to use shortwave window observations for retrieval
purposes because shortwave channels are affected significantly by solar radiation reflected both
by clouds and the surface. Neither phenomenon is a problem for the version-6 retrievals, how-
ever. The cloud clearing procedure accounts well for solar radiation reflected by clouds, and the
determination of the surface spectral bidirectional reflectance as part of the surface parameter
retrieval step accounts well for solar radiation reflected by the surface.

As in version-5, tropospheric temperatures are determined using only shortwave CO2 chan-
nels in the vicinity of 2380 cm−1. The version-6 temperature profile retrieval algorithm is in most
aspects similar to that used in version-5. The main improvement lies in the use of a Neural-Net
generated first guess T0ðpÞ in place of the regression-based first guess used in version-5. The
Neural-Net first guess is, in general, more accurate than the regression guess, but it is especially
so under more stressing cloud conditions. This is the main reason that version-6 produces accu-
rate QC’d temperature profiles under much more stressing cloud conditions than those obtained
in version-5. Version-6 temperature profiles also benefit from improved values of surface skin
temperature and surface spectral emissivity. There has been no change in the water vapor profile
retrieval algorithm between version-5 and version-6, but version-6 water vapor profiles are also
improved over those of version-5 as a result of improvements in the determination of other geo-
physical parameters, as well as the resulting improvements in cloud cleared radiances, especially
under more extensive cloud cover. Version-6 cloud products are also significantly improved over
those of version-5 both because of improvements in details of the cloud parameter retrieval meth-
odology and also the benefit of more accurate retrievals of other geophysical parameters under
more stressing cloud cover conditions. Finally, version-6 OLR is improved over version-5 both
because of better values of all other retrieved parameters, as well as the use of an improved OLR
RTA15 in version-6. The error estimate methodology used in version-6 is similar to that used in
version-5, but there has been a significant improvement in the use of error estimates for QC
purposes, especially for climate QC purposes. Version-6 climate QC takes advantage of the abil-
ity to generate accurate retrievals under almost all cloud conditions, and version-6 level-3
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products now include accurate retrievals with almost complete spatial coverage, even down to
the surface.

All AIRS version-6 and version-6 AO level-2 and level-3 products can be obtained at the
Goddard DISC http://disc.sci.gsfc.nasa.gov/AIRS/data-holdings. Spot-by-spot level-2 products
are available on an AIRS FOV basis, and gridded level-3 products are presented on a 1° × 1°
latitude-longitude grid, gridded separately for 1:30 a.m. orbits and 1:30 p.m. orbits, on a daily,
eight-day mean, and monthly mean basis. More details are given in Olsen et al.17 and Manning
et al.18

Appendix: Error Estimates and Quality Control Procedures

A.1 Introduction

Each retrieved quantity X in version-5 and version-6 has an associated error estimate δX. A
major advancement in version-5 was the development of a methodology to generate accurate
empirical error estimates for a number of geophysical parameters and to use thresholds of
these error estimates for quality control (QC) purposes. Analogous procedures are also used
in version-6, with some improvements in the details. Version-4 (Ref. 2) used threshold values
of 12 internal tests for the purpose of generating QC flags for different geophysical parameters.
Version-5 (Ref. 3) used the case-by-case values of these 12 internal tests, as well as values of four
additional tests, as predictors to generate empirical case-by-case error estimates δX for select
geophysical parameters X. Version-6 uses a methodology analogous to that used in version-
5 to generate empirical error estimates δX, with some modifications resulting from changes
in the steps used in the version-6 retrieval system as compared to those used in version-5.

A.1.1 Generation of the empirical error estimates δTs, δT(p), and δWTOT

Version-5 used case-by-case values of 16 internal tests Ym
p as predictors in the generation of the

empirical error estimates δTm
s , δTðPÞm, and δWm

tot for case m. Appendix B of Susskind et al.3

gives a description of the meaning of these 16 tests. The symbols used for these tests, including
their superscripts, have version-5 heritage, and we maintain the use of the same symbols in the
description of the tests used in version-6. Some of these tests involve procedures used to generate
the start-up state X1 used as the initial guess for the physical retrieval sequence of steps. X1 is
also used in the generation of the first pass clear column radiances R̂1

i , which are the input to the
first phase of the physical retrieval process. The sequences of steps used to generate X1 in
version-5 and version-6 differ from one another. For this reason, the relevant tests used in
each retrieval system are analogous to each other, but refer to results obtained using different
states.

In version-5 and version-6, δTðpÞ and δTs are both computed according to

δXm
j ¼

����
XN
n¼1

MX
jnY

m
n

����; (6)

where δXm
j is the error estimate of retrieved geophysical parameter Xj for casem, Ym

n is the value
of the n’th predictor for case m, M is a matrix, and N is the number of predictors used to deter-
mine the error estimates. Error estimates are by definition all positive. Values of the predictors
are also all positive, and in general, larger values of Ym

n are indicative that a poorer retrieval will
be obtained for case m.

The meanings and significance of the 16 predictors Yn used in Eq. (6) in version-5 were as
follows: (1) αε is the final retrieved effective cloud fraction (%); (2) Wliq is the integral cloud
liquid water (g∕cm2) retrieved as part of a start-up advanced microwave sounding unit (AMSU)
only retrieval step; (3) ΔTðpÞð3Þ represents the difference between the retrieved lower-tropo-
spheric temperature obtained in a test microwave only retrieval step and that determined in
the final physical retrieval step (K); (4) Að4Þ is the channel noise amplification factor obtained
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in the cloud clearing step, which generates R̂1
i (unitless); (5) A

ð4Þ
eff is the effective channel noise

amplification factor obtained in the final cloud clearing step that generates R̂2
i , which are the

values of clear-column radiances used in the second pass physical retrieval sequence of steps
(unitless); (6) ΔFð1Þ represents the quality of the cloud clearing fit obtained in a start-up cloud
clearing step used to generate R̂0

i (unitless); (7) Rtemp represents the degree to which the final
physical temperature profile retrieval step has converged (unitless); (8) Rsurf represents the
degree to which the final physical surface parameter retrieval step has converged (unitless);
(9) Að1Þ

eff represents the effective channel noise amplification factor resulting from the cloud clear-
ing step used to generate R̂0

i (unitless); (10) ΔΘ5 represents the agreement between the observed
AMSU channel 5 brightness temperature and that computed from the solution obtained in the
final physical retrieval step (K); (11) Δð2Þ

tskin represents the difference between the final retrieved
value of Ts and the value of Ts contained in the start-up state X1 (K), which is generated in
version-5 by a clear regression step; (12) RS represents the principal component reconstruction
score of the observed atmospheric infrared sounder (AIRS) radiances that is obtained as part of
the start-up clear regression step (unitless); (13) Δð1Þ

tskin represents the difference between the final
retrieved value of Ts and that contained in X0 (K), which is generated by a cloudy regression
step; (14) ΔTðpÞð1Þ represents the difference between the retrieved lower-tropospheric temper-
ature of the final state and that contained in X0; (15) Rwat represents the degree of convergence of
the physical retrieval water vapor retrieval step (unitless); and (16)ΔFð3Þ represents the degree of
convergence of the cloud clearing step used to generate R̂2

i (unitless).
In version-6, neither a cloudy regression step nor a clear regression step is used as part of the

start-up procedure. These two steps are replaced in version-6 by a single Neural-Net start-up step
that generates XNN. The state X1 used as the initial guess to the physical retrieval process is
generated in version-6 by using XNN as input to an AMSU only retrieval step, which modifies
XNN so as to give X1. In version-6 AIRS only (AO), the AMSU only retrieval step is not per-
formed and X1 is given by XNN. The error estimate predictors used in version-6 are basically the
same as those used in version-5 with three exceptions: (1) Predictor 10 used in version-5 was the
difference between the observed brightness temperature in AMSU-A channel 5 and the bright-
ness temperature for that channel computed using the final retrieved state. AMSU-A channel 5
has degraded significantly and is no longer used in any way in the version-6 retrieval process. An
analogous predictor is now used in version-6 involving AMSU-A channel 6. This changes the
data used for one predictor, now called ΔΘ6, in version-6. (2) Predictor 12 used in version-5
related to how well the National Oceanic and Atmospheric Administration (NOAA) clear regres-
sion step performed. The NOAA clear regression step is not performed in version-6, and pre-
dictor 12 is not computed and, therefore, not used in the generation of error estimates in version-
6. This eliminates one predictor used in version-6 from those used in version-5. (3) Predictors 11
and 13 used in version-5 related to the differences between the retrieved surface skin temperature
Ts and the skin temperatures obtained using each of the clear and cloudy regression steps in
version-5. In the Neural-Net start-up system, there is only one value of surface skin temperature
used in the start-up procedure. Therefore, only a single test of this type, given by the difference
between the retrieved value of Ts and the value of Ts found in XNN, is used as a predictor in the
generation of error estimates in version-6. This eliminates one additional predictor in version-6
compared to what was used in version-5. Consequently, version-6 uses only 14 error estimate
predictors in Eq. (6). Version-6 predictors 2, 3, and 10 all involve use of AMSU-A observations
in one manner or another and are not used in the version-6 AO retrieval system. Consequently,
version-6 AO uses 11 predictors in the generation of δX. Finally, it has been determined that
while the Neural-Net values of Ts are very accurate over ocean, they are not sufficiently accurate
over land or frozen ocean for use as an error estimate predictor. Consequently, over land and
frozen ocean, the predictor involving the difference between retrieved and Neural-Net surface
skin temperature is not used in version-6. Therefore, over land or sea ice, only 13 predictors are
used in version-6 and 10 predictors are used in version-6 AO.

The coefficients of MX are determined in essentially the same manner in version-6 as was
done in version-5. In version-6, we generate six distinct matrices MX for separate use under
daytime or nighttime conditions, as well as for separate use over (1) non-frozen ocean, (2) non-
frozen land, and (3) frozen (ice or snow) cases. In version-5, only four such matrices were used,
in which a single pair of matrices (day and night) was used to be representative of all cases in
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categories 2 and 3, and a separate pair of matrices was used over nonfrozen ocean. The coef-
ficients of the matrixMX for an ensemble of cases can be determined in a straightforward manner
if one is given the true values of X, Xtruth. MX is determined by finding the coefficients that
minimize the RMS difference of ðΔXm

j − δXm
j Þ, where ΔXm

j ¼ ðXj − Xtruth
j Þm, and when MX

is used in Eq. (6) to generate δXm
j . The N coefficients of MX

jn are determined separately for
each parameter δXj. In order to generate the version-6 coefficients for each of the six different
matrices M, we used appropriate spatial subsets of Xm

j and Ym
n , generated using all version-6

retrievals that were performed on September 29, 2004 and February 24, 2007, along with the
collocated ECMWF 3-h forecast values of Xm

j as Xtruth
j . The coefficients of the six sets of matri-

ces M were determined separately for version-6 and for version-6 AO based on observations on
these two days and are then used for all time periods.

In both version-5 and version-6, the error estimate for total precipitable water Wtot is com-
puted in a manner analogous to that used to compute δTðpÞ and δTs, but δWtot is computed in
terms of the fractional error estimate.

δ

�
Wtot −Wtruth

tot

Wtot

�
m

¼ δFEðWtotÞm ¼
XN
k¼1

MW
1nY

m
n ; (7)

where FE is the fractional error in total precipitable water. The predictors used in Eq. (7) are
identical to those used in Eq. (6). The error estimate for δWm

tot is obtained according to
Wm

tot ¼ δFEðWtotÞmxWm
tot. The value of total precipitable waterW

m
tot used in Eq. (7) is not derived

directly in the physical retrieval, but is computed as the vertical integral ∫ psurf

0 qðpÞdp. The coef-
ficients of MW are determined in a way otherwise analogous to those of MX, but by minimizing
the RMS difference of ½δFEm − 2ðWtot −Wtruth

tot Þm∕ðWtot þWtruth
tot Þm�whenMW is used in Eq. (7).

A.1.1.1 Nonfrozen ocean surface skin temperature quality control

Version-5, version-6, and version-6 AO all use the nonfrozen ocean skin temperature error esti-
mate δTs directly for QC, with separate thresholds ΔTbest

s and ΔTgood
s used to indicate best qual-

ity retrievals for which δTs ≤ ΔTbest
s , which are flagged as QC ¼ 0, and good quality retrievals,

whereΔTbest
s < δTs ≤ ΔTgood

s , which are flagged asQC ¼ 1. Cases with eitherQC ¼ 0 orQC ¼
1 are those used in the generation of the Ts level-3 product over ocean. Cases with δTs > ΔTgood

s

are flagged as having poor quality with QC ¼ 2. QC flags defined in this manner are what were
used in the generation of the results shown in Fig. 2. Values of these thresholds are shown in
Table 1 for version-5, version-6, and version-6 AO. As in version-5, in order to achieve a sub-
stantial yield of cases with QC ¼ 0 orQC ¼ 1 poleward of 40°S (lat ≤ −40 deg), a fixed thresh-
old value ΔTgood

s was used for latitudes north of 40°S (lat ≥ −40 deg) and a larger value of
ΔTgood

s was used for latitudes southward of 60 deg (lat ≤ −60 deg). The value of ΔTgood
s

used at intermediate latitudes is interpolated linearly in latitude between the two specified values
of ΔTgood

s , both of which are shown in Table 1.
Over land or frozen ocean, a different procedure is used for the QC for surface skin temper-

ature and surface spectral emissivities. The reason for this is that ECMWF does not provide an
accurate value of land truth to be used in the generation of error estimates, so the error estimates
of land surface skin temperature, which are generated analogous to those of ocean surface skin
temperature, are less accurate and are not used directly for QC. Surface skin parameter QC flags

Table 1 Ocean T s thresholds ΔTs (K).

ΔT best
s ΔT good

s lat ≥ −40 deg ΔT good
s lat ≤ −60 deg

Version-5 0.8 1.0 1.75

Version-6 1.1 1.4 2.0

Version-6 AIRS only 1.2 1.4 2.0
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over land and frozen ocean are generated in the same manner as that used for WTOT as was
discussed in the main text.

A.1.1.2 Temperature profile and water vapor profile quality control

The methodologies used in version-5 and version-6 for the generation of temperature profile QC
flags are analogous, but not identical, to each other. As with surface skin temperature, case-by-
case level-by-level error estimates for temperature profiles δTðpÞm are obtained using Eq. (6).
These error estimates are subsequently used to determine a case by-case characteristic pressure
pm
best, down to which the profile is considered to be of highest quality, acceptable for use in data

assimilation (DA). The error estimates are also used to generate a second characteristic pressure,
pm
good, down to which the profile is considered to be of sufficiently good quality to be used in the

generation of level-3 products for climate studies. In version-5, all IR∕MW profiles passing the
stratospheric temperature test2,3 were assigned to have highest quality (QC ¼ 0) down to at least
70 mb. The characteristic pressure pbest was defined in version-5 as the highest pressure (some-
where between 70 mb and psurf) at which the error estimate δTðpÞ in each of the next three
highest pressure levels is not greater than a pressure-dependent error estimate threshold
ΔTðpÞ. Temperatures down to pbest were assigned the QC flag QC ¼ 0.

Pressure-dependent thresholds ΔTðpÞ are computed analogously in both version-5 and
version-6 based on a set of three threshold parameters ΔTptop

, ΔTpmid
, and ΔTpsurf

. These
three parameters represent error thresholds ΔTðpÞ defined separately at p ¼ ptop, at p ¼
psurf∕2, and at p ¼ psurf , where in version-5, ptop is 70 mb and in version-6, ptop is 30 mb.
The thresholds ΔTðpÞ used for QC purposes at intermediate pressures are linearly interpolated
in log p between the appropriate specified values ΔTðpÞ. It was found to be advantageous in
version-5 to have separate temperature profile error thresholds for nonfrozen ocean on one hand,
and for land and ice on the other. Version-5 used different sets of thresholds ΔTðpÞ, called stan-
dard thresholds, for each of these two geographical domains to generate pbest as described above.
Table 2 shows the values of the version-5 standard thresholds,ΔTðpÞ, used to generate the values
of pbest consistent with the QC flag QC ¼ 0 used in the official version-5 data set. Table 2 also
includes values of the version-5 tight thresholds discussed in the main text, which were not used
for QC flags in the official version-5 data set. The version-5 thresholds used over land and ice
and snow domains were identical to each other.

As discussed in Sec. 4.2, over land and frozen ocean, it was found that if one included only
those version-5 cases down to pbest as defined by the TðpÞ standard thresholds in the generation
of level-3 products, these level-3 products would have very poor spatial coverage in the lower
troposphere over these spatial domains. For this reason, an ad hoc method was used in version-5
to define the second characteristic pressure pgood, which was used to assign the QC flag QC ¼ 1

for some additional values of TðpÞ beneath 300 mb over land and frozen ocean. These additional

Table 2 Temperature profile thresholds ΔT ðpÞ (K).

Nonfrozen ocean Land Ice and snow

ΔTptop ΔTpmid ΔTpsurf ΔTptop ΔTpmid ΔTpsurf ΔTptop ΔTpmid ΔTpsurf

V.5 standard 1.75 1.25 2.25 2.25 2.0 2.0 2.25 2.0 2.0

V.5 tight 1.75 0.75 2.0 1.75 0.75 1.75 1.75 0.75 1.75

V.6 data
assimilation (DA)

3.0 0.75 1.0 3.0 0.75 1.0 3.0 0.75 1.25

V.6 Climate (CLIM) 3.0 3.0 3.0 3.0 2.0 2.0 3.0 2.5 2.5

V.6 AIRS only
(AO) DA

3.0 0.8 1.0 3.0 0.85 1.0 3.0 0.85 1.25

V.6 AO CLIM 3.25 3.25 3.25 3.0 2.0 2.0 3.0 2.5 2.5
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cases were included in the generation of version-5 level-3 products, which utilized all cases with
QC ¼ 0 or QC ¼ 1. Temperatures beneath pgood were assigned the flag QC ¼ 2.

In version-6 and version-6 AO, all cases in which the retrieval system converged (∼99% of
the cases) are assigned to have highest quality (QC ¼ 0) down to at least 30 mb. The character-
istic pressures pbest and pgood, and consequent QC flags of 0, 1, and 2, are defined analogously to
what was done in version-5, with the exception that in version-6, pbest and pgood are defined as
the lowest pressure for which δTðpÞ exceeded ΔTðpÞ for N consecutive levels, where N ¼ 8 at
pressures <300 mb and N ¼ 3 at pressures >300 mb, while in version-5, N ¼ 3 at all pressures.
In addition, unlike in version-5, pgood in version-6 is defined using separate sets of δTðpÞ thresh-
olds, referred to as climate thresholds, as opposed to those used to define pbest, which are referred
to as DA thresholds. In version-6 and version-6 AO, over land as well as over frozen ocean, if
pgood as defined above was at most six levels above the surface, corresponding to ∼1.5 km above
the surface, pgood was set equal to psurf . Finally, unlike version-5, version-6 has separate sets of
ΔTðpÞ thresholds used for cases over sea ice and snow, which differ slightly from those used
over land or nonfrozen ocean. Table 2 includes the values of ΔTðpÞ used in both version-6 and
version-6 AO.

An example of the performance of the TðpÞ error estimate procedure and its use for QC
purposes is given in Fig. 16, showing 700 mb temperature errors and their error estimates
for the ascending orbits on August 10, 2007. This is not one of the days used in the generation
of the error estimate coefficients MX . Figure 16(a) shows the values of ΔTð700Þ, given by
f½Tð700Þ − Tð700Þtruth�g, for all cases in which a successful AIRS/AMSU retrieval was per-
formed. Grid boxes that contained no AIRS observations, or with surface pressures
>700 mb, are shown in gray in Fig. 16(a). Of all grid boxes, 83.02% have retrieved values
of Tð700Þ. Very large errors in retrieved 700 mb temperatures occur in some locations, most
of which are negative and result from an insufficient accounting of the effects of clouds on
the observed radiances. Errors in 700 mb temperature tend to be correlated with those areas
containing large amounts of mid-high level clouds for the same time period as was depicted

Fig. 16 AIRS/AMSU level-3 700 mb temperature errors and error estimates for all cases in which
a retrieval was performed. (a) 700 mb temperature errors with no QC applied. (b) 700 mb temper-
ature error estimates. (c) 700 mb errors for cases passing climate QC. (d) 700 mb temperature
errors for cases passing data assimilation QC.

Susskind, Blaisdell, and Iredell: Improved methodology for surface and atmospheric soundings. . .

Journal of Applied Remote Sensing 084994-28 Vol. 8, 2014



in Fig. 14(d). Figure 16(b) shows the analogous spatial plot of the error estimates δTð700Þ. Error
estimates are by definition all positive, while errors are both positive and negative. The spatial
patterns of Figs. 16(a) and 16(b) are, for the most part, similar to each other. Areas with large,
mostly negative, values of ΔTð700Þ are generally accompanied by relatively large values
of δTð700Þ.

Figures 16(c) and 16(d) show the spatial coverages of QC’d values of ΔTð700Þ with climate
QC (QC ¼ 0,1) and DAQC (QC ¼ 0), respectively. Of all grid boxes, 81.67% contain values of
Tð700Þ passing climate QC, which corresponds to 98% of the grid boxes containing AIRS obser-
vations. The standard deviation of the errors in the level-3 700 mb temperatures, as compared to
ECMWF, has dropped from 1.40 K without QC to 1.04 K using climate QC. Of all grid boxes,
43.57% contain values of 700 mb temperature passing DAQC, which corresponds to 52% of all
grid boxes observed by AIRS. The standard deviation of the errors in these grid boxes has
dropped to 0.86 K. Analogous figures for version-6 AO, not shown, are very similar to
those for version-6. The yield and error statistics shown in Fig. 16 are similar to those
shown in Fig. 6 for nine days of level-2 retrievals, in which the 700 mb pressure is indicated
by the lower of the two thin horizontal black lines.

We have performed principal component analyses of the contributions of the terms involving
all predictors in each spatial domain to the 1:30 p.m. 700 mb temperature error estimates shown
in Fig. 16(b). These indicate that over nonfrozen ocean, the three largest contributions to the error
estimates during the day at 700 mb, in decreasing order of importance, are (1) Rtemp, indicative of
how well the temperature profile retrieval step converged; (2) Að4Þ, the channel noise amplifi-
cation factor obtained in the final cloud clearing step; and (3) Rwat, indicative of how well the
water vapor retrieval step converged. The three largest contributions to 700 mb temperature error
estimates over land during the day are (1) Rtemp; (2) ΔFð3Þ, indicative of how well the cloud
clearing step done to generate the values of R̂i used in the final physical retrieval step converged;
and (3) Rwat. The three largest contributions to the daytime 700 mb temperature error estimates
over frozen ocean and snow-covered land are (1) ΔFð3Þ; (2) Að4Þ; and (3) ΔΘ6, indicative of how
well the brightness temperature for AMSU channel 6, computed from the final retrieved state,
agrees with the observed AMSU channel 6 brightness temperature. This finding is shown for
demonstrative purposes only. The relative contributions of predictors to error estimates of differ-
ent geophysical parameters are not the same as those for 700 mb temperature.

Error estimates δqðpÞ are generated in a manner different from that used for δTs, δTðpÞ, and
WTOT, as described in the next section. The error estimates δqðpÞ are written out as part of the
version-6 data set, but are not used in the generation of QC flags for qðpÞ. In version-6, the QC
flags for qðpÞ for case m are set to be identical to those of TðpÞ for that case.

A.2 Generation of Empirical Error Estimates δq�p�
Error estimates for qðpÞ, δqðpÞ, are generated empirically in version-6 in a manner analogous to
what was done in version-5, according to Eq. (8).

δ

�
qðpÞ − qtruthi

qðpÞ
�
m

j
¼ δFEqmj ¼

X7
n¼1

Mq
jkδX

m
k ; (8)

where δXm
n are a subset of seven of the error estimates for Xm

j derived for that case. The seven
error estimate predictors used in Eq. (8) are (1) δTð150 mbÞm; (2) δTð260 mbÞm;
(3) δTð500 mbÞm; (4) δTð750 mbÞm; (5) δTð850 mbÞm; (6) δTð985 mbÞm; and (7) δWm

tot.
The coefficients Mq

jn are generated in a fashion analogous to those in Eq. (7) using
ECMWF values of qðpÞ as truth and minimizing the RMS fractional errors ðδFEqj−
ΔFEqjÞm, where ΔFEqj is given by 2½ðqj − qtruthj Þm∕ðqj þ qtruthj Þm�. In version-6, as with
TðpÞ, Ts, and WTOT, coefficients of six distinct matrices, corresponding to daytime and night-
time cases for each of the three geophysical domains described previously, are derived. We use
the simplified form of Eq. (8) to derive δFEj rather than the form of Eq. (7), involving more
predictors, because we felt that errors in temperature profile and total precipitable water for a
given case should be adequate predictors of errors in the water vapor profile. The error estimates
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δqmj , which are written out for a given case, are computed according to δqmj ¼
qmj xδFEq

m
j .

A.3 Error Estimates and Quality Control for Clear Column Radiances R̂i

The clear column radiance for channel i, R̂i, is a derived quantity obtained as part of the version-
6 physical retrieval process. Values of R̂i and δR̂i are generated for all operable AIRS channels in
those cases where a successful IR∕MW retrieval is produced (∼99% of all cases). The AIRS/
AMSU version-6 retrieval algorithm performs one retrieval per AMSU field of regard (FOR),
which contains nine AIRS fields of view (FOVs). Each AIRS FOV (j ¼ 1, 9) within the AMSU
FOR has an observed radiance for each channel i, Ri;j. The observations Ri;j are potentially
affected by clouds in FOV j. R̂i represents the best estimate of what the observed AIRS channel
i radiance, averaged over the nine FOVs in the AMSU FOR, would have been if all FOVs were
completely cloud free. In version-5 and version-6, R̂i is obtained according to

R̂i ¼ R̄i þ
X9
j¼1

ηjðR̄i − Ri;jÞ; (9)

where R̄i is the average value of Ri;j over the nine FOVs and ηj (j ¼ 1, 9) is a derived vector for
each FOR obtained as part of the retrieval process.

If all values of ηj used in Eq. (9) were perfect, then the error in R̂i would be

δR̂per
i ¼ ÃNEΔNi; (10)

where NEΔNi is the spatially random noise of channel i and ~A is the channel noise amplification
factor, resulting from taking the linear combination of observations in the nine FOVs, shown in
Eq. (9), to obtain R̂i. It can be shown that the appropriate value of ~A is given by

Ã ¼
��X9

j¼1

1

9
:ð1þ

X9
j 0¼1

η 0
jÞ − ηj

�2�1∕2

: (11)

Equation (9) shows that R̂i ¼ R̄i if all η 0
js are zero. This situation occurs whenever observed

radiances for channel i are thought by the retrieval algorithm to be unaffected by possible cloud
cover in the FOR, and the clear column radiance is obtained by averaging the observed channel i
radiances in all nine FOVs. Equation (11) reduces to ~A ¼ 1∕3 when all η 0

js are zero. In general,
this is not the case and ~A is usually >1, depending on the extent of cloud clearing (extrapolation)
performed in the FOR.

~Ai is, in principle, channel independent because it arises only from the linear combination of
radiances used to construct R̂i. Nevertheless, some channels are only sensitive to the atmosphere
at pressures sufficiently lower than the cloud top pressure (altitudes higher than the cloud top
height), and these case-dependent channels do not see the clouds. The retrieval algorithm deter-
mines which channels do not see clouds, and for these channels, the retrieval algorithm sets R̂i ¼
R̄i and also sets Ã ¼ ÃCLR ¼ 1∕3. Equation (11) is used to generate ~Ai for all other channels.

In general, the largest source of noise in R̂i results from errors in the vector ηj. In version-6, as
was done in version-5, δR̂i is expressed as the sum of the errors arising from both sources δR̂per

i
and δR̂δη

i , where δR̂
δη
i represents the portion of the predicted clear column radiance error arising

from cloud clearing errors. δR̂δη
i is generated in a manner described in the next section.

A.3.1 Clear column brightness temperatures Θ̂i and their error estimates δΘ̂i

Clear column radiances and their associated error estimates are written out in radiance units
(W∕m2-sr-cm−1). It is more convenient, however, to think in terms of clear column brightness
temperatures Θ̂i, and their error estimates δΘ̂i, both given in Kelvin. The clear column brightness
temperature Θ̂i is defined as the equivalent blackbody temperature of R̂i, which is the temper-
ature Θ̂i such that Bðνi; Θ̂iÞ ¼ R̂i, where Bðνi; TÞ is the Planck blackbody function. As with
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regard to δR̂i, we express δΘ̂i as the sum of two components δΘ̂per
i and δΘ̂δη

i , according
to

δΘ̂i ¼ δΘper
i þ δΘδη

i ¼ ðÃiNEΔNiÞ
�
dBðνi; TÞ

dT

�
−1

Θ̂i

þ
����
X7
k¼1

MΘ
i;kδXk

����: (12)

The seven predictors used in Eq. (12) to generate the empirical error estimate term δΘ̂δη
i are

identical to those used in Eq. (8) to generate ðδFEqjÞ. For those channels in which ~Ai is set equal
to 1∕3, we do not use the second term in Eq. (13) and we write

δΘ̂i ¼
1

3
NEΔNi

�
dBðνi; TÞ

dT

�
−1

Θ̂i

: (13)

Given δΘ̂i, δR̂i is computed according to

δR̂i ¼
�
dBðνi; TÞ

dT

�
Θ̂i

δΘ̂i: (14)

δR̂i is written out as part of the output file but is not used directly for QC purposes. QC is done in
terms of δΘ̂i in a manner described in the next section.

As in the generation of other empirical error estimates, version-6 and version-6 AO use six
different matricesMΘ in Eq. (12), one for each of six different spatial and temporal domains. The
coefficients of the six different matrices MΘ are determined analogously to those of the other
matrices M described previously, such that the coefficients MΘ

i;k minimize the RMS differences
of ðδΘ̂i − ΔΘ̂iÞ, whereΔΘ̂i ¼ ðΘ̂i − Θtruth

i Þ and δΘ̂i is computed using Eq. (12). Cases for which
Eq. (13) is used to generate δΘ̂i are not included in the generation of MΘ.

The true clear column brightness temperature Θtruth
i is taken to be the value of Θi that is

computed using the AIRS radiative transfer algorithm in conjunction with the truth state
Xtruth. We used ECMWF 3-h forecast values for T truth

s , TðpÞtruth, qðpÞtruth, and O3ðpÞtruth.
The COtruth

2 profile used in the calculations had a spatially homogeneous vertically constant mix-
ing ratio, which was set to be 371.79 ppm on January 1, 2002, and increased linearly in time at a
rate of 2.026 ppm∕year. The truth values used for COðpÞ, CH4ðpÞ, and N2OðpÞ were based on
spatially varying monthly mean climatologies. The AIRS science team model was used as truth
for surface emissivity over nonfrozen ocean. Reasonable globally homogeneous surface emis-
sivity values were used as truth over land. Values of Θtruth

i , and, therefore, of ΔΘ̂i, are most
accurate for channels in the 15 and 4.3 μm CO2 bands, especially those channels that are
less sensitive to surface emission. For this reason, the best error estimate coefficients, and sub-
sequent error estimates, are generated in the 15 and 4.3 μm CO2 bands for those channels that are
not sensitive to surface emission. Error estimate coefficients generated for channels that are very
sensitive to water vapor or ozone absorption are less accurate because of limitations in the truth
values used for water vapor and ozone profiles. Error estimate coefficients for those channels that
are very sensitive to surface emission are also less reliable, but are better over ocean than over
land. Finally, clear column radiances at frequencies ≥2175 cm−1 are affected by incoming solar
radiation reflected back in the direction of the satellite by the surface. The relevant surface bidi-
rectional reflectance term ρi is not modeled well in the computation of Θtruth

i . For this reason,
daytime values of MΘ

i;k for frequencies between 2180 and 2240 cm−1, and between 2380 and
2660 cm−1, are of lower accuracy because radiances in these channels are sensitive to solar
radiation reflected by the Earth’s surface in the direction of the satellite. Therefore, for
those channels, we substituted the values of MΘ

i;k determined during nighttime conditions
into the daytime matrices MΘ, instead of using the values that were computed during daytime
conditions.

A.3.2 QC flags for R̂i

Different channels are sensitive, by varying amounts, to clouds at different pressures. Therefore,
δΘ̂i is both channel and case dependent. Even if significant cloud clearing errors exist for some
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channels in a given case, channels that have little or no sensitivity to the clouds in that case would
have very accurate values of R̂i. It is for this reason that we assign each channel its own case-
dependent QC flags indicating whether the cloud cleared radiance R̂i is of sufficient accuracy for
use for different purposes. We used the predicted clear column brightness temperature error δΘ̂i

to assign the QC flags for R̂i on a case-by-case basis. In version-6 and version-6 AO, R̂i is
assigned the flag QC ¼ 0 if δΘ̂i is <1.0 K, and is assigned the QC flag QC ¼ 1 if δΘ̂i is between
1.0 and 2.5 K. Otherwise, the R̂i QC flag is set equal to 2. The flag QC ¼ 0 is intended to mark
those channels that are thought to be accurate enough for DA purposes, with the goal that the
error in R̂i should not be much larger than the channel noise NEΔNi. The flag QC ¼ 1 is
designed to provide better spatial coverage for a given channel for use in process studies,
but still eliminate poor values of R̂i. Figure 15 shows acceptance yields and RMS errors of
QC’d values of R̂i from 650 to 760 cm−1, in which the QC procedures used are as defined
in this section.
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