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Introduction to the Series

These Tutorial Texts provide an introduction to specific optical technologies
for both professionals and students. Based on selected SPIE short courses, they are
intended to be accessible to readers with a basic physics or engineering background.
Each text presents the fundamental theory to build a basic understanding as well as
the information necessary to give the reader practical working knowledge. The
included references form an essential part of each text for the reader requiring a more
in-depth study.

Many of the books in the series will be aimed to readers looking for a concise
tutorial introduction to new technical fields, such as CCDs, fiber optic amplifiers,
sensor fusion, computer vision, or neural networks, where there may be only limited
introductory material. Still others will present topics in classical optics tailored to the
interests of a specific audience such as mechanical or electrical engineers. In this
respect the Tutorial Text serves the function of a textbook. With its focus on a
specialized or advanced topic, the Tutorial Text may also serve as a monograph,
although with a marked emphasis on fundamentals.

Asthe series develops, a broad spectrum of technical fields will be represented.
One advantage of this series and a major factor in the planning of future titles is our
ability to cover new fields as they are developing, giving people the basic knowledge
necessary to understand and apply new technologies.

Donald C. O’Shea January 1991
Georgia Institute of Technology
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Preface

Information, in its many forms, is a valuable commodity in today’s society,
and the amount of information is increasing at a phenomenal rate. As a
result, the ability to store, access, and transmit information in an efficient
manner has become crucial. This is particularly true in the case of digital
images. A large number of bits is typically required to represent even a single
digital image, and with the rapid advances in sensor technology and digital
electronics, this number grows larger with each new generation of products.
Furthermore, the number of digital images created each day increases as
more applications are found.

In order to utilize digital images effectively, specific techniques are needed
to reduce the number of bits required for their representation. The branch
of digital image processing that deals with this problem is called image com-
pression (also picture coding). A wide range of techniques has been devel-
oped over the years, and novel approaches continue to emerge. The goal
of this book is to lay the groundwork for understanding image compression
techniques and to present a number of specific schemes that have proven
to be useful. The algorithms discussed in this book are mainly concerned
with the compression of continuous-tone, still-frame, monochrome and color
images. A consistent image set has been used to illustrate the effect of each
compression technique on typical images, thus allowing for a direct compar-
ison of bit rates and reconstructed image quality. However, an important
point to consider when viewing these images is that due to limitations of the
printing reproduction process, the resolution of these printed images may
not be adequate to reveal subtle differences between the various techniques.

This book is divided into four parts. Part I is an introduction to the pro-
cess of digital image formation and outlines the need for image compression
as well as related worldwide standardization activities. Part II presents an
overview of information theory concepts commonly used in image compres-
sion. The approach in this part is to give the reader a feel for the utility
of information theory, and no attempt is made to be mathematically rigor-
ous. The concepts are of general utility in the compression of both bilevel
and continuous-tone images. Part III describes techniques for the lossless
compression of images, that is, techniques that allow the original image to
be reconstructed exactly after compression. Part IV covers the field of lossy
image compression as applied to still, continuous-tone images, where much
lower bit rates are achieved as compared to lossless techniques, at the ex-
pense of errors in the reconstructed image. This part also includes a chapter
on hierarchical coding techniques (which may be lossless or lossy). Finally,
an appendix on the compression of color images is included.
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