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1 Introduction

One major goal of photoacoustic imaging is the recovery of the optical properties of an imaged subject. Of particular interest is optical absorption, which is directly proportional to the received pressures. However, the initial pressure distribution is determined by $p_0 = \Gamma \mu_a \Phi$, where $\Gamma$ is the Grüneisen parameter, $\mu_a$ is the optical absorption, and $\Phi$ is the fluence. All of these may vary spatially, and to complicate matters, $\Phi$ depends on the propagation of light through turbid media with spatially varying absorption and scattering coefficients. For this manuscript, we assume that $p_0$ is recovered faithfully, which is itself nontrivial. Some approaches to that problem include time-reversal,1 filtered backprojection,2 and model-based inversion.3

Analytical solutions for $\mu_a$ have been attempted,4,5 but the inverse problem is difficult, and the solutions are limited in scope. Iterative approaches show some promise,6,7 as a more general solution, but suffer from the potential for overiteration8 and nonuniqueness9 problems. We have introduced iterative techniques based on multiple illumination photoacoustic tomography (MIPAT) to tackle both of these problems.10,11 Fixed-point iterative techniques, like that proposed by Cox et al.7 and experimentally tested by Jetzfellner et al.,9 are quite sensitive to noise and may diverge with overiteration. The difficulty in applying these iterative techniques may be exacerbated by an MIPAT setup using shutters, or where fluence is already at the ANSI safety limit. The regularization parameter common to these techniques can help ensure convergence under noisy conditions, but negatively impacts reconstruction accuracy.

An increase in the signal-to-noise ratio (SNR) of the initial pressure images provides more robust reconstruction of the optical absorption parameter by allowing a lower regularization parameter to be used. If increasing laser energy is not an option (due to system setup or safety concerns), then one possible solution is to use patterned illumination. We have recently shown that S-sequences can provide nearly the same SNR gain in synthetic transmit aperture ultrasound imaging as Hadamard encoding,12 but without the requirement of pulse inversion. This means that the technique can readily be adapted to photoacoustic imaging, which can only create an initial pressure distribution. It is possible to approximate Hadamard encoding by using separate pulse sequences for positive and negative elements in the Hadamard matrix and subtracting those intermediate encodings. However, this would require twice as many pulses. An alternative approach to MIPAT techniques uses diffuse optical tomography (DOT) to ameliorate the nonuniqueness problem.13 Potentially, this approach could be combined with our MIPAT approach, and S-sequence encoding could even be applied to DOT. This is, however, beyond the scope of this manuscript.

In this work, we apply S-sequences to fixed-point iterative MIPAT and show that the resilience to noise is greatly improved over unencoded imaging. The basic idea is that multiple sources can be used simultaneously and then after a complete set of illumination patterns has been applied, multiplication by an inverse of the encoding matrix can recover images effectively due to a single source, but with enhanced SNR. The enhanced SNR images can then be used for improved quantitative reconstruction.

2 Theory

2.1 Fixed-Point Iterative MIPAT

Fixed-point iteration for MIPAT is a fairly straightforward technique which we have previously proposed11 based on the original work by Cox et al.7 Those works may be consulted for a more thorough treatment of the technique. Briefly, the goal is to iteratively reconstruct an estimate of the optical absorption, $\hat{\mu}_a$. To do this, we use sources $k = 1, \ldots, S$ (where the distribution and type of the sources may be arbitrary, but are known), resulting in reconstructed initial pressure estimates, which we call $\hat{p}_0$. It is assumed that these pressure estimates (or images) are proportional to the optical absorption by $\hat{p}_0 = \Gamma \hat{\mu}_a \Phi_k$, where $\Gamma$ is the Grüneisen parameter (taken to be uniform) and $\Phi_k$ is an...
estimate of the fluence. We then iteratively update $\Phi_k$ and $\mu_a$ at each location $r$ over several iterations $i$. The algorithm is described as follows:

1. Start with initial guess $\mu_a(0)(r) = 0$ ($i(0)$, iteration number 0).
2. Using estimated absorption $\mu_a(r)$, calculate $\Phi_k(r)$ (in this case, using finite element modeling of optical diffusion from the time-resolved optical absorption and scattering tomography (TOAST) toolkit), assuming uniform guess of $\mu_a$.
3. Update the estimate of absorption coefficients by using a multiple illumination least-squares iteration using reconstructed initial pressures and updated fluence estimates as inputs: $\mu_a(r) = (1/\Gamma)[(1) \Phi_k(r) \mu_a(r) / (\sum_k \Phi_k(r)) + \beta^2]$), where $\beta^2$ is added as a regularization parameter for numerical stability. This equation was first proposed in our earlier work and derived as an iterative linear least-squares estimate of the absorption coefficient when multiple illuminations are used.
4. Repeat steps 2 to 4 with $i = i + 1$ until $\Delta \mu_a(r) = \mu_a(r) - \Gamma \mu_a(r) \Phi_k(r)$ is sufficiently small.

The above algorithm was previously shown to provide excellent convergence properties over the single-illumination case but has not yet been tested for patterned illumination, which is the topic of this paper.

### 2.2 S-Sequence Encoding

Now we consider the images $\hat{p}_0$. The previous assumption that the images are properly reconstructed is greatly complicated by concerns of SNR—our previous study showed that to keep a low $\beta = 0.001$, noise levels must be extremely low. The simplest way to increase SNR in photoacoustic images is to increase the fluence used for imaging. This may not always be possible due to hardware or safety limitations. The use of multi-illumination sources opens up an opportunity to easily apply spatially encoded illuminations. To accomplish this, we borrow from previous work using encoded optical spectroscopy and from our work on synthetic transmit aperture ultrasound. In Ref. 12, we introduced an encoding scheme based on S-sequences, which has practical advantages over other encoding schemes. Most importantly, an S-matrix only contains binary digits (0 and 1) and, thus, does not depend on an inverted signal, which is impossible to generate in photoacoustic imaging since we are constrained to positive fluence values.

To adapt ultrasound encoding techniques to photoacoustic imaging, we can consider the same linear system representing encoding: $P = EW$. The $i$th column of $P$ consists of photoacoustic data (for example, raw sinogram data or reconstructed initial pressure data) collected from the $i$th illumination pattern and ordered into a column vector by rasterization. The matrix $E$ has elements $e_{kj}$, which are the data element $k$ for example, the $k$th pixel in the reconstructed PAT image) due to individual source $j$. $E$ represents the complete collection of image data from each respective source location and is the starting point for our previous work on multiple-illumination PAT.

$W$ is a source weighting matrix, $W$ has columns $w_j$ with elements that select the sources used for the $i$th illumination pattern. Thus, received pressures from effective single sources can be recovered by multiplication by the inverse of the encoding matrix $E = PW^{-1}$. If $W$ were the identity matrix, $P$ would represent the collection of photoacoustic data from single-illumination sources. When $W$ has more than one nonzero element in a column, it means that multiple sources are simultaneously activated within a pulsed excitation. By judicious choice of $W$, it may be possible to activate more than one source per illumination event and, hence, deliver more energy than is possible with a single source, while being able to recover the effective data $E$ from effective single illuminations (but with enhanced SNR). The recovered $E$ can then be used in the iterative least-squares multiple-illumination tomography algorithm described above.

While many choices exist for the $W$ matrix, previous work has shown that the $S$-matrix is a good choice because it provides a best possible balance between inversion stability and energy delivery to provide improved SNR. $S$-matrix is derived from a Hadamard matrix by replacing all 1’s with 0’s and all -1’s with 1’s and then removing the first row and column. $S$-sequences are rows or columns of the $S$-matrix. Using the classic Hadamard construction, this constrains us to an $S \times S$ matrix, where $S = 2^n - 1, n \in N$. We, thus, use $S$ successive illumination patterns with $S$ sources to reconstruct a single image. The $S$-matrix is easily inverted and can be applied to encode and then decode the sources, resulting in a $p_0$ with potentially up to a $10 \log_{10}(S + 1)$ dB improvement in intensity.

Thus, we add an encoding step by selecting sources according to the $S$-sequence before imaging, and a decoding step via a matrix multiplication after imaging to produce higher-SNR $p_0$ before using the iterative technique. The encoding technique is similar to how $S$-sequences are applied in ultrasound imaging, but the apodization is used to select multiple sources. The images can then be formed into a matrix as described above and multiplied by $S^{-1}$ to recover single-source images. Since all illumination sources and patterns are known, it is possible to directly use the nondecoded images (i.e., $P$ instead of $E$) in the finite element solver to save some computation time. However, the problem becomes much less well-posed since each image will use $(S + 1)/2$ sources. This results in an illumination that appears much more uniform, especially deep in scattering tissue. Previous analytic work by Bal and Ren similarly stresses the importance of illumination choice through constraints on a vector field comparing two illuminations. We, therefore, expect that the iterative technique will underperform if the decoding step is not included.

### 3 Simulations

We begin by defining a phantom identical to that used in our previous work: an ellipse of $7.1$ by $1.4$ cm, where $\mu_a = 0.32$ cm$^{-1}$, with an inclusion of $-0.49$ by $0.44$ cm, where $\mu_s = 1.5$ cm$^{-1}$ in a nonabsorbing background media. Over the entire field, $\mu_s = 20$ cm$^{-1}$. We consider a $70 \times 70$ pixel area, representing a $5 \times 5$ cm field with incident ring illumination approximated by $315$ point sources evenly distributed and located one transport mean free path inside the phantom. These sources are simulated individually using the TOAST forward solver (using $n = 1.4$ with Dirichlet boundary conditions) and recombined to form a portion of a ring illumination according to $S = 3, 6, 15, 63$. These intermediate illuminations (single-source illuminations) are used to produce an initial pressure (i.e., simulated photoacoustic image) by multiplying by a constant $\Gamma = 1$ and the known $\mu_a$. In the case of S-sequence encoding, single source
images are combined into S-sequence images by adding images selected according to the S-matrix.

Noise is added to these images at a level equivalent to the SNR for the ring illumination case (i.e., using the maximum of the sum of image data from all sources to scale Gaussian noise to effectively reach the SNR when all sources are used). This is equivalent to selectively blocking unused sources in an experimental setup, while keeping all other factors the same. This situation might be appropriate when considering ANSI-limited exposure for each illumination. We then apply the previously described iterative technique and track the normalized root-mean-squared error defined as

\[ \text{NRMSE} = \sqrt{\sum \sum |\hat{\mu}_a - \hat{\mu}_a^{(i)}|^2} / \sqrt{\sum \sum |\hat{\mu}_a|^2}, \]

where \( \hat{\mu}_a = [(\sum \hat{p}_k^0) / (\sum \Phi_k)] \).

3.1 Image Quality

The first important question to answer is whether or not S-sequence coding confers an SNR advantage over unencoded imaging on a per-image basis. We look at three different scenarios: unencoded images (using multiple single-source illuminations), nondecoded images (using S-sequence patterned illumination), and images that have been decoded after encoding. Since we are using simulations, we can exactly model the reconstructed image free of noise. This is most important for the decoded signal, where the noise will be some linear combination of noise signals from all images and, thus, the noise signal is not directly available at the time of image formation. SNR can then be characterized for each initial pressure distribution as follows:

\[ \text{SNR} = 20 \times \log_{10} \left( \frac{\text{max}(\hat{p}_k^0)}{\sigma_{\text{noise}}} \right). \]

Figure 1 illustrates the alternative MIPAT techniques and shows a qualitative SNR increase. Unencoded MIPAT uses illuminations from a single source as \( \hat{p}_k^0 \) in the iterative technique and provides an absorption estimate that is sensitive to SNR. As a general rule, when more sources are used, the unencoded images lose SNR since an increasing amount of the incident fluence is discarded. The nondecoded images always use about half the available energy and, thus, the SNR improvement approaches the added SNR level. One might expect that SNR should be slightly less than the target level, which is added based on a uniform illumination, but our definition of SNR improvement in the decoded images (compared to unencoded) is 4.7 to 5 dB, very close to the theoretical improvement of 4.5 dB. Absorption estimates are not derived from this set of images.

\[ \text{NRMSE} = \sqrt{\sum \sum |\hat{\mu}_a - \hat{\mu}_a^{(i)}|^2} / \sqrt{\sum \sum |\hat{\mu}_a|^2}, \]

where \( \hat{\mu}_a = [(\sum \hat{p}_k^0) / (\sum \Phi_k)] \).
using the maximum value is easily achieved using only a few neighboring sources since sources on opposite sides of the phantom contribute little to their respective largest pixel value. Using these images directly as $\hat{p}_k^0$ is possible, but results in poor reconstruction, motivating the decoding step. The nondecoded images result in poor reconstruction because they are similar to the uniform illumination case previously shown to diverge with overiteration. The decoded images exhibit very good agreement with the SNR of the nondecoded images over a wide range of included noise variances, while the unencoded images show a reduction in SNR appropriate for the number of sources. For example, in the 15 illumination case, we see an average SNR increase of $\sim10.3$ dB, which is in very good agreement with the predicted increase of 10.5 dB.

### 3.2 Fixed-Point Iterative MIPAT

We next consider the algorithm performance in the same three cases: using unencoded, nondecoded, or decoded images in the iterative technique. Figure 2 illustrates the behavior of the technique for the three examined scenarios over 30 iterations. While there is some similarity between the unencoded and decoded scenarios, it is clear that simply using the patterned illumination does not yield good results. Figure 3 illustrates the performance
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**Fig. 2** Normalized root-mean-squared error (NRMSE) over 30 iterations for iterative MIPAT with SNR = 50 dB, $S = 7$, and $\beta = 0.001$: (a) using multiple unencoded single-illumination images; (b) using S-sequence patterned illumination (no decoding); (c) using decoded single-source images derived by decoding patterned illumination images.
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**Fig. 3** NRMSE after 30 iterations for $S = 7, 15, 63$ with $\mu_s = 20$ cm$^{-1}$. Top: using unencoded single-illumination images; middle: using nondecoded (patterned illumination) images; and bottom: using decoded patterned illumination images.
over many SNR conditions. In particular, the $\beta = 0.001$ case is quite interesting. To ensure convergence, the unencoded images require an SNR that increases somewhat with $S$, requiring ~60 dB added SNR in the $S = 63$ case. Running the algorithm with the nondecoded images actually provides poor reconstruction even in the $\beta = 0.010$ case, which is not surprising given the similarity in terms of incident fluence for the incident patterned illuminations. It may be difficult to tell from the figures, but the $\beta = 0.100$ case performs quite a bit worse in the nondecoded case than the other two. Finally, when the decoded images are used, the required SNR for convergence in the $\beta = 0.001$ case appears to be independent of $S$ at ~50 dB. Figure 4 shows a closer view of the unencoded and decoded views. The $\beta = 0.100$ case does appear to favor a less accurate reconstruction, though the other two cases have similar behavior.

An example of the different reconstructions can be seen in Fig. 5 for the different situations. While all figures saturate beyond the maximum true $\mu_a$, the most faithful reconstruction is clearly the decoded image in Fig. 5(d).

4 Discussion and Conclusions

Balancing regularization with performance is a difficult task for iterative techniques where single points in the image may introduce numerical instability. Automated approaches to select an optimal regularization parameter have been proposed for the estimation of initial pressure distribution and may prove important for quantitative techniques. Starting with good initial pressure distributions with excellent SNR is one important factor for reducing $\beta$ in our iterative multiple-illumination technique. By applying S-sequence coding, we can recover higher-quality images through decoding, as shown in Fig. 1. We find that the nondecoded and decoded images have similar SNRs and exhibit close to the expected theoretical SNR increase.

Figure 2 gives a sense of the speed and general trends of convergence, with the decoded case appearing to converge a bit faster, and possibly forcing convergence in the high $\mu'_a$ case. Figure 3 shows that we can improve convergence in the $\beta = 0.001$ case by using the decoded images. As expected, the nondecoded images result in poor performance of the iterative technique. When sources are selected according to an S-sequence, the illumination patterns are similar to uniform illumination, thus, we see the same overiteration problem from the experimental work of Jetzfellner et al. Figure 4 shows the danger of a $\beta$ that is too high in the $\beta = 0.100$ case, where a relatively poor solution appears to be favored. This raises the very important question of the selection of $\beta$. Unfortunately, it is not one that can be answered simply, especially based solely on simulations. Certainly, for a given set of images, there is likely to be a value of $\beta$ that will result in a convergent result, but its value may vary depending on the specifics of the object being imaged, and it may not be clear if the reconstruction is accurate. It is possible, though computationally inefficient, to start with a
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**Fig. 4** Close-up of $S = 7$ case from Fig. 3 for (a) unencoded (single-source) and (b) decoded images (single-source from patterned illumination). Note the convergence to an inaccurate solution for both cases with $\beta = 0.1$.
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**Fig. 5** (a) True phantom, and reconstructions after 100 iterations for (b) MIPAT with unencoded multiple illumination images, (c) MIPAT with nonencoded (patterned illumination) images, and (d) MIPAT with decoded single-source images derived from patterned illumination. SNR is added at 50 dB, $\beta = 0.001$, $S = 7$. Color maps allowed to saturate beyond $1.5 \, \text{cm}^{-1}$, but reach $4 \, \text{cm}^{-1}$ in (b), $1500 \, \text{cm}^{-1}$ in (c), and $1.8 \, \text{cm}^{-1}$ in (d), typically inside the inclusion. Viewable area is limited to $\sim 3.5 \times 3.5 \, \text{cm}$. 


very low $\beta$ and increase it until numerical instability subsides. Experimental validation and exploration of $\beta$ in phantom and in vivo studies will be required to put this method into practice. The illumination patterns could be experimentally realized by either selectively blocking beams using shutters (which would have the disadvantage of losing light) or by using a steerable mirror array perhaps in combination with a fiber bundle, where each branch of a fiber-bundle output could be directed to one of two locations.

Finally, Fig. 5 shows an example reconstructed $\mu_a$ compared to the true $\mu_a$. It is quite clear that the decoded images provide the most faithful reconstruction of the phantom. One thing that is not immediately clear from viewing the figure is that the unencoded and nondecoded reconstructions have small areas in the inclusion that exceed the true $\mu_a$ by orders of magnitude, whereas the use of decoded images results in a more faithful reconstruction. The major caveat with this simple iterative technique remains SNR: if there is insufficient SNR deep in tissue, then additional illuminations will provide no additional constraint on the linear system, thus, the technique will not provide a faithful reconstruction.

We have demonstrated that patterned illumination provides a powerful tool to boost SNR in tomographic systems to a level where fixed-point iterative MIPAT should be practical with little averaging required. While S-sequences are used here, any sort of binary coding scheme could be used, though other coding schemes may have a worse condition number, increasing the reconstruction error. Patterned illumination is applicable to any multiple-illumination technique and provides all the advantages of averaging without increasing imaging time.
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