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Book Review

bject Categorization, Computer and Human Vision Perspectives
ven J. Dickinson, Ales Leonardis, Bernt Schiele, and
ichael J. Tarr, Eds., 536 pp., ISBN 978-0-521-88738-0,
ambridge University Press �2009�, $125.00 hardcover.

eviewed by Jie Yu and Dhiraj Joshi Kodak Research Labs,
astman Kodak Company, Rochester, New York

This book is a collection of articles
written by some of the leading ex-
perts in vision research and ap-
proaches object categorization from
two distinct �human and computer vi-
sion� perspectives. The preface pro-
vides a historical background of how
the editors organized generic object
recognition workshops at IEEE Con-
ference on Computer Vision and
Pattern Recognition and IEEE Con-
ference on Computer Vision over a
span of ten years and how that effort
resulted in the preparation of this

ook. The editors also discuss their rationale for having a flat
rganization with interleaved computer and human vision ar-

icles in order to preserve an overall integrative theme binding
ifferent pieces of work into a comprehensive book. Contrary to

he organization of the book, the authors of this review decided
o separate discussion on human vision and computer vision
hapters to maintain coherency in their review.

Chapter 1 offers an excellent overview of the changing para-
igms, challenges, emphasis, and scope of object-recognition
esearch over the last several decades. The author takes the
eaders on a historical trip while discussing evolution of ap-
roaches from coarse 3-D geometrical shapes �1970s�, more
ophisticated CAD models �1980s�, appearance-based recogni-
ion �1990s�, and local representations �2000s�. The chapter
lso discusses the evolving roles of shape, structure, visual
rouping, object-to-scene mapping, and 3-D models with re-
pect to object recognition.

The discussion on human vision is marked by a few defining
hemes that focus on: �i� framework for human vision, �ii� de-
ailed working of the human visual system, �iii� adaptation of the
isual system with age �and differential development in people
ith disabilities�, and �iv� roles of senses, conditioning, and
emory in visual recognition. In our review, we attempt to group
iscussion of chapters by themes wherever possible.

Chapter 4 gives an epistemological view of object recogni-
ion and discusses the roles of context and conceptual knowl-
dge in vision. The author’s main criticism is the inherent as-
umption in vision algorithms that an image can be completely

nterpreted by a finite set of concepts or objects. Chapter 8 in-
roduces interface theory, an interesting theory inspired from
arwin’s natural selection. The author argues that unlike con-
entional vision theories, perception is best treated as a user

nterface between an organism and the objective world. The au-
hor elaborates on the role of vision in animal and insect lives in
he light of the proposed theory.

Chapter 2 presents a neuro-computational discussion on ob-
ect understanding. It is interesting to note that relatively primi-
ournal of Electronic Imaging 039901-
tive biologically inspired models �mimicking visual cortex V1�
perform as well as the state-of-the-art vision algorithms on
Caltech 101 dataset. In Chapter 6, the reader finds a thorough
presentation of the functional organization of the human visual
system. The authors lead us through human neural responses
to several diverse object categories and discuss biological im-
plications for algorithmic object recognition. They also demon-
strate how the human neural response with respect to recogni-
tion adapts with age. Chapter 10 presents evidence for parts-
based structural coding in the human brain and emphasizes the
importance of reconciliation between biological and computer
vision in terms of structural representation of objects. Chapter
12 offers yet greater insights into the working of biological visual
systems with discussions of the neuro-computational architec-
ture, categorization evidence from human and monkey experi-
mental data, and a general positivism about productive collabo-
ration between human and computer vision researchers.
Chapter 14 links neurological representation of objects and
faces with complex natural scenes. In particular, the chapter
describes strategies used by the human brain to computation-
ally solve the object invariance problem.

Chapter 16 takes a step back and discusses relevant work in
object discovery and primate visual processing results to pro-
pose a theoretical framework for object recognition. Of particular
interest is the discussion on the apparent ease with which in-
fants learn to recognize the world in spite of scarce and unan-
notated training data, little or no feedback, and poor-quality im-
agery �as a result of the still-developing visual system�. Chapter
18 explores the problem of a face-related visual recognition in
humans with a focus on differential development of a face-
related cortex in people with autism. Authors point out that al-
though children exhibit almost adult-like neural patterns with re-
spect to perceiving places and objects, face-related neural
activation develops slowly with age.

Chapter 20 underlines the importance of acquired knowledge
and proposes a memory-based human recognition model. The
chapter discusses the presence of coarse top-down processing
in the brain which can exert a biasing influence on bottom-up
recognition. On a similar note, Chapter 22 emphasizes the com-
bination of sensory information and previous knowledge about
the environment for recognition; the underlying focus being an
experience-dependent differential processing for optimal deci-
sion making. In Chapter 24, the authors delve deeper and link
neural behavior with correlation structures in natural scenes.
The discovery of positive and negative neural interactions based
on prior tunings of neurons is intriguing.

Chapter 26 concludes the human vision discussion by em-
phasizing the synergy between perceptual research, computer
graphics, and computer vision. The chapter draws upon the hu-
man ability to perceive material properties of objects in pictures
and hypothesizes that the role of nonvisual senses �touch and
hearing� in object understanding is significant. More specifically,
the authors discuss studies that show how human visuo-haptic
memory guides visual recognition.

Chapter 3 serves as starting point of the computer vision part
of this book. It summarizes the fundamental problems of visual
recognition areas, which include what to recognize, why visual
recognition is needed, how it can be categorized, and how fast
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n ideal algorithm should be. It further surveys the recent at-
empts on Caltech 101 and 256 data sets to solve those prob-
ems and points out some future research directions.

Chapters 5 and 27 discuss the methods that leverage 3-D
odels to facilitate 2-D image matching from different aspects.
hapter 5 proposes a 3-D volumetric part representation for ge-
eric object-recognition tasks. Compared with surface-based
chemes, the volumetric method enjoys several advantages,
uch as better view-point tolerance and more natural shape ab-
traction. The general process of extracting the part-based de-
criptions involve hierarchical grouping of low-level features
uch as edge descriptors to mid-level features such as general-

zed cylinders, which leads to 3-D part descriptors and the cor-
esponding connectivity graph. Chapter 27 summarizes several
echniques proposed by the authors to solve the 2-D image-
atching problem by considering the 2-D image as an embed-
ing of a 3-D model. To solve the posed variation problem, the
uthors propose to use stereo matching to find image corre-
pondence with minimal cost scores. To handle the deformation
nd articulation problems, geodesic distance-based features
ave been found to be very robust. It also points out that gradi-
nt direction is less sensitive to lighting conditions on nonisotro-
ic surfaces.

Chapter 7 offers an extensive survey on object recognition
ia functionality reasoning. In areas such as computer vision,
he objects are often represented as features or structures.
owever, the high-level analysis on functionality of the objects
iscovers that reasoning through functionality may lead to more
eneral object recognition. This chapter summarizes the major
ontributions in this multidisciplinary area, especially in artificial

ntelligence, computer vision, and robotics.
Chapter 9 reviews the research on images and their associ-

ted text in the form of title, annotations, and surrounding text. It
tarts with a review of research works that analyze the relation-
hip of images and their surrounding information. Then, it intro-
uces two new research results from the coauthors: one trying
o find word classifiers with low dimensional representations for
cene annotation tasks and the other leveraging online ontolo-
ies such as Wikipedia to improve text query-based image re-
rieval. The remainder of the chapter discusses the interesting
roblem of how “depiction” and “modifier” in the text describes
he images.

The representation of object structure has been a crucial
roblem that is relevant to both recognition generality and scal-
bility. Different hierarchical representations have successfully
een applied to object-recognition tasks, some of which are
ighlighted in Chapters 11, 13, 15 and 21. Chapter 11 argues
hat in principle a hierarchical composition should be learned in
bottom-up manner. Furthermore, this chapter briefly discusses
n unsupervised solution that realizes these design principles.
he key idea of this approach is to construct the hierarchy by
onsidering both the parts’ similarity and their co-occurrence in
lose spatial proximity. Chapter 13 proposes a hierarchical com-
ositional model for learning object structures from a small train-

ng set. The aim is to learn a general model using an AND-OR
raph. The relationships of the nodes in different layers are de-
ned by AND or OR operators, which allows a more general
odel of the object and is expected to handle occlusion or mis-
etection better. Chapter 15 proposes to learn hierarchical rep-
esentation from an information theory point of view. In contrast
o the unsupervised bottom-up method described in Chapter 11,
t detects the most informative features in a supervised top-
own fashion. First, the informativeness of top-level parts is de-
ermined by its correlation with images within and outside of a
iven category of images. Then, the hierarchy grows by break-

ng the informative parts into small pieces and constructing the
ext layer by selecting the informative ones among the smaller
ieces. Finally, another layer of features called semantic fea-
ournal of Electronic Imaging 039901-
tures are learned to discover the visually dissimilar parts that are
related to the same semantic concept by analyzing their context
similarity. Chapter 21 introduces the well-known spatial pyramid
representation for image classification. Different from many local
features used in object-detection tasks, the authors have de-
signed a holistic feature specifically for classification of an entire
image without segmentation. In addition to revisiting the original
method proposed in 2006, a survey discusses recent extensions
and applications of the method and suggests several directions
for future improvement.

It has been observed that different paradigms exist in almost
every stage of the object-recognition process, e.g. local versus
global feature extraction, generative versus discriminative mod-
eling, and supervised versus unsupervised learning. Combining
the advantages of these paradigms has been a long-sought-
after goal of researchers. Chapter 17 presents a new attempt at
integrating these paradigms. Specifically, they combine a gen-
erative topic model for localized gradients across categories and
discriminative training of support vector machine models for ob-
ject detection.

Unlike many research works using local appearance-based
features in a bag-of-words representation, Chapter 19 aims at
extracting features that depict pair-wise geometric relationships
of feature points without considering the local appearance. Us-
ing weakly supervised samples, the proposed method is able to
learn an abstract representation of the contours of the objects.
Interestingly, it even outperforms a pure appearance-based fea-
ture, which suggests that the geometric relationship may be
more robust for some object-detection tasks.

Feature extraction methods related to medial loci are dis-
cussed in Chapters 23 and 25. Chapter 23 introduces shock
graphs to describe the topology of shapes. Compared with
point- and contour-based features, these exploit the additional
geometric information from adjacent contours, which makes
them a powerful midlevel representation for object recognition.
Chapter 25 reports certain findings that reveal the critical role of
medial loci in human vision systems. It further proposes a new
method to extract useful medial points using average outward
flux calculation.

Overall, the book is very well written with expert insights into
the development and current state of the art in human and com-
puter vision research. Each chapter, though written indepen-
dently, is quite complete and rich in content, background, and
visions for the future. This book is an excellent attempt at pre-
senting and understanding different object recognition para-
digms and philosophies in both human and computer vision and
can serve as a comprehensive resource for students and re-
searchers alike.
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