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Abstract. A set of methods in terms of both image processing and gaze estimation for accurate eye tracking is
proposed. The eye-tracker used in this study relies on the dark-pupil method with up to 12 corneal reflections and
offers an unprecedented high resolution imaging of the pupil and the cornea. The potential benefits of a higher
number of glints and their optimum arrangement are analyzed considering distinct light sources configurations
with 12, 8, 6, 4, and 2 corneal reflections. Moreover, a normalization factor of the pupil-glint vector is proposed for
each configuration. There is a tendency for increasing accuracy with the number of glints, especially vertically
(0.47 deg for 12 glints configuration versus 0.65 deg for 2 glints configuration). Besides the number of corneal
reflections, their arrangement seems to have a stronger effect. A configuration that minimizes the interference of
the eyelids with the corneal reflections is desired. Finally, the normalization of the pupil-glint vectors improves
the vertical eye tracking accuracy up to 43.2%. In addition, the normalization also limits the need for a higher
number of light sources to achieve better spatial accuracy. © 2018 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI:

10.1117/1.JBO.23.3.035001]
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1 Introduction
Video oculography (VOG) has become the most popular
eye tracking technique in the last few decades due to its perfor-
mance, versatility, and low intrusiveness. Actually, some video-
based systems represent an interesting alternative to the scleral
search coil technique,1 which is considered to be the gold
standard in oculomotor research.2

Nowadays, most video-based commercial eye-trackers use
the pupil-corneal reflection technique. It is based on the assess-
ment of gaze position from the pupil-glint vectors, that is, the
relative distance between the centers of the pupil and one or
more corneal reflections. In the image, these reflections are
called glints. The number of glints depends on the number of
infrared (IR) light sources. The eye tracking process can be di-
vided into two stages: the first one consists of processing the eye
images in order to locate the center of the pupil and the glint, and
the second estimates gaze position from the detected features in
the images.

There are several methods for image processing and eye
detection.3 Some methods rely on the detection of eye features
on the images. The pupil is more commonly used as an image
feature than the limbus since it has a higher contrast and is less
likely to be occluded by the eyelid. Most approaches address
pupil detection by thresholding4,5 or by gradient-based methods,
e.g., the Canny edge detector.6,7 Other approaches consider both
methods and decide the one to use depending on the intensity
histogram of the images.8

Once the pupil has been detected, most existing methods
refine its position with ellipse fitting. While simple methods
such as the direct least squares fitting of ellipses are highly
affected by outliers (points which do not correspond to the

pupil edge), there exist other approaches that are more robust
to points not lying exactly on the pupil edge. On the one
hand, voting-based methods, such as the Hough transform,
are effective and exhaustive, although computationally expen-
sive and limited to circular shapes, hence, near-frontal images.
On the other hand, searching-based methods, such as the
random sample consensus (RANSAC) paradigm,9 are based on
selecting the best of a set of possible candidate ellipses. The
RANSAC method is effective in the presence of a relatively
large and unknown amount of outliers. It consists in fitting
iteratively an ellipse to a small data subset and finding the one
with the most agreement within the complete set of candidate
pupil edge points.

The application of RANSAC in eye tracking was first
described by Li et al.10 when they proposed the well-known
Starburst algorithm. First, the corneal reflection is located
through an adaptive threshold and removed by radial interpola-
tion. Then, the pupil edge points are detected at the position
along a limited number of rays where the gradient is above
a fixed threshold. An ellipse is fitted to the edge points using
the RANSAC paradigm. Finally, the result of the ellipse fitting
is further optimized using a model-based approach. Despite
being computationally costly, the pupil tracking based on
Starburst algorithm is highly parallelizable and able to achieve
up to 530 frames∕s with high-resolution images using a general
purpose graphics processing unit.11

Yuille et al.12 proposed a more complex model based on
deformable templates, which represents the eyelids with two
parabolas and the iris with a circle. This method was extended
by Lam and Yan.13 The combination of both elliptical and com-
plex eye models may quicken the localization and improve
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the tracking accuracy.14,15 Other methods, classified as appear-
ance-based,3 detect the eyes directly from their appearance in
the images, either in the intensity or in a transformed domain.
These methods require a large amount of eyes’ data of different
subjects under different face orientations and illuminations to
be trained.

Gaze estimation is the following process, which infers gaze
position from the information that has been previously extracted
from the images. Gaze estimation methods are typically divided
into two main groups: geometry-based and interpolation-based
methods. The former methods estimate gaze position based on
3-D models of the eye. The parameters typically used for geo-
metric modeling of the eye include cornea radii, angles between
visual and optical axes, index of refraction of the different ocular
media, iris radius, and the distance between the pupil and cornea
centers. Most geometrical approaches require camera calibration
and a geometric model external to the eye composed of light
sources, camera and monitor position, and orientation.3 There
is a wide variety of possible setups, from one camera and a sin-
gle light source16,17 to multiple cameras and light sources,18,19

including several other combinations.17,20,21

Interpolation-based methods describe the point of gaze as a
generic polynomial function of image features (mapping func-
tion). As mentioned previously, the pupil and glint centers are
commonly used as image features. Subject calibration is
required to retrieve the unknown coefficients of the expression.
Although the polynomial equation determines not only the accu-
racy of the system but also the required user calibration process,
there are no standards regarding the best mapping function.
Several studies analyzed the influence of the order and the num-
ber of terms of the polynomial equation on the performance of
eye tracking systems.22–26 Although extensive research has been
done to determine the best mapping function, it is not clear
whether the conclusions can be generalized to other VOG sys-
tems due to the distinct hardware and methodology used in the
different studies.

One of the biggest concerns about remote VOG systems is
the tolerance to head movements. Although complete head pose
invariance is difficult to achieve, the geometry-based methods
seem to be more robust to head movements.24 On the other
hand, the accuracy of interpolation-based methods decreases
as the user moves away from the calibration position, especially
with movements in depth.22 The normalization of the pupil-glint
vectors with respect to the distance between two glints in the eye
image seems to reduce the effect of head movements.25,27 Other
scaling factors of the pupil-glint vectors have also been pro-
posed for systems consisting of four IR light-emitting diodes
(LEDs).28 They obtained comparable results to Cerrolaza
et al.25 and matched the performance of more complex geomet-
rical-based methods that require system calibration.28

A surge toward developing multiple IR light sources eye
tracking systems appeared during the last decades. Several
approaches used two IR light sources, one placed near the cam-
era optical axis (on-axis) and the other slightly off-axis in order
to generate bright and dark pupil images, respectively.29–31 This
strategy allows to detect the pupil on the images relatively easily
by differencing the bright and dark pupil images and threshold-
ing. Yoo and Chung32 proposed a technique using five IR LEDs
and two cameras to estimate gaze position under large head
motion. The wide field-of-view camera tracks the face contin-
uously to properly position the other camera, which has a zoom
lens to capture magnified images of the eye. One LED is placed

on axis to produce bright pupil images and a glint on the cornea.
The other four are placed on the corners of the monitor and pro-
duce four glints. Gaze position is estimated by computing the
cross-ratio of a projective space. Coutinho and Morimoto33

extended this method by considering the deviation between
the visual and optical axes. Similarly, a method relying on
homography normalization and using four IR LEDs was pro-
posed by Hansen et al.34 The offset between the optical and vis-
ual axes is modeled to a much higher degree than the cross-ratio
based methods, hence achieving better accuracy. Although none
of the methods are invariant to depth or in-plane head move-
ments, this homography normalization-based method showed
better performance.34 These methods represent an alternative
to the fully calibrated systems since only the light source’s
position information is needed.

Hennessey and Lawrence28 described the drawbacks of using
a single corneal reflection to compute the pupil-glint vector
(e.g., distortion or deletion in large eye rotations). They pro-
posed a technique to track a pattern of four corneal reflections
and applied a second order interpolation equation to map the
pupil-glint vector onto gaze position. In this method, an algo-
rithm that compensates for translation, distortion, addition,
and deletion of corneal reflections is applied and the pupil-
glint vector is formed from the pupil center to the centroid of
the corneal reflections pattern. Thus, the resulting vector is
robust to loss, translation, and distortion of the glints. The pro-
posed technique managed to estimate the point of regard in all
head positions and eye rotations tested while up to 27% of the
time the point of regard would have been lost if only one corneal
reflection was used.28

The use of multiple IR light sources has also become
common in recent portable commercial eye-trackers. For exam-
ple, Tobii Pro Glasses 2 (Tobii, Falls Church, Virginia) is a wear-
able eye tracking system that embeds eight IR LEDs per eye.
The Oculus Rift DK2 system (SensoMotoric Instruments,
Berlin, Germany) is an eye-tracker embedded in a virtual reality
head mounted display, which contains six IR LEDs per eye.

The eye-tracker used in this study consists of a multiple-cor-
neal reflections dark-pupil system, which offers an unprec-
edented high resolution imaging of the pupil and the cornea
(640 × 480 pixels images with a field-of-view of 16 mm at
the pupil plane). It is embedded in the Eye and Vision
Analyzer (EVA) system (Davalor Salud, Spain), which is a ster-
eoscopic virtual reality instrument to perform the optometric
tests related to objective and subjective refraction, binocular
vision, and accommodation while patients are watching a 3-D
video game. The vergence-accommodation conflict is avoided
by adjusting the accommodative plane with the vergence
plane through an electro-optical lens. The EVA system allows
to perform both visual diagnosis and visual therapy. The eye-
tracker synchronously records both right and left eye move-
ments during all the optometric tests. The intrusiveness of
the whole system needs to be restricted to the least possible
degree due to its wide clinical application requirements. Hence,
the head movements are only restricted with a forehead rest.

This paper presents new methods for accurate eye tracking
with multiple corneal reflections using interpolation-based tech-
niques. The advantages of a higher number of glints and their
optimum arrangement are analyzed to provide new insights for
the community. Moreover, a normalization of the pupil-glint
vectors method is proposed to increase the eye tracking spatial
accuracy.
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2 Methodology

2.1 Experimental Methodology

The study was approved by the Ethics Committee of Hospital
Mutua de Terrassa (Terrassa, Spain). It followed the tenets of the
Declaration of Helsinki and all subjects gave informed written
consent after receiving a written and verbal explanation of the
nature of the study.

Eye images of 20 subjects [mean age� standard deviation

(SD) of 31.9� 9.5 years] with normal or corrected-to-normal
visual acuity were taken with the two cameras embedded in
each of the two optical modules comprised in the EVA system
[Figs. 1(a) and 1(b)]. Each optical module consists of three sub-
systems: the autorefractometer, the vision, and the eye-tracker
[Fig. 1(c)]. The refractive error of participants was measured
with the autorefractometer subsystem based on a Hartmann–
Shack wavefront sensor. The vision subsystem allows the
patients to see the liquid crystal on a silicon 2048 × 1536 pixels

resolution microdisplay with a field-of-view of 26 deg horizon-
tally and 19.8 deg vertically. The spherical and cylindrical
refractive errors are corrected with an electro-optical lens and
the rotation of two cylindrical lenses, respectively, which are
adjusted in order to avoid the need for wearing glasses.
Spherical refractive errors ranging from −18 diopters (D) to
þ13 D and cylindrical errors up to 5 D can be compensated.
Finally, the eye-tracker subsystem consists of a complementary
metal-oxide-semiconductor sensor recording 640 × 480 pixel

images with a spatial resolution of 0.0045 deg and a frame
rate of 30 Hz. The illumination system consists of a ring of
12 IR LEDs (950 nm). Participants’ heads are partially immo-
bilized with a forehead rest [Fig. 1(d)].

Participants were asked to sit down, put their head on a
forehead rest, and fixate monocularly a black cross, which
subtended an angle of 0.2 deg, on a mid-gray background.
This cross was displayed in a sequence of nine positions of a
3 × 3 grid during both the calibration and validation procedures
in the same order. The stimulus was displayed for 1.3 s at each
position and eye images were acquired starting 0.3 s after the
onset of the stimulus [Fig. 1(e)].

2.2 Image Processing

Eye images acquired during the experimental procedure were
processed offline with an implementation of the algorithm in
MATLAB (R2015b; MathWorks, Natick, Massachusetts). For
simplicity, only data from the right eye were analyzed. The
Starburst algorithm was extended in order to fit the character-
istics of illumination sources, resolution of our eye images,
and improve the accuracy of the original algorithm.

The location of the corneal reflections process was adapted to
the content of the images used in this study, which have up to 12
glints. Then, an ellipse was fitted to the centroid of each glint
using a direct least squares fitting method.35 Instead of removing
the glints by radial interpolation as in original Starburst, they
were simply masked in order to avoid their interference in the
pupil contour detection. Although the iterative process to detect
the edge pupil points was essentially maintained from the origi-
nal Starburst, the feature points were redefined as the positions
along each ray where the gradient is maximum. That way, the
feature points are located more precisely on the pupil edge,
which otherwise would tend to underestimate the pupil border
and its size.

One of the main challenges of pupil tracking is the detection
of the pupil when it is partially occluded by dropped eyelids or
downward eyelashes. In order to overcome this issue, our sec-
ond proposal is an eyelid detector based on the visibility of the
upper glints. When the complete ring of 12 glints was visible,
the rays were traced from the estimated center along 360 deg,
as was done originally. However, when some glint was missing,
no rays were traced in that direction. Thus, pupil edge points
were not located erroneously on the eyelid or eyelashes.

Once the edge pupil points were detected, the RANSAC
method was applied to find the best fitted ellipse. A subset
of six points instead of five, as originally suggested,9 was chosen
randomly but ensuring that they were equally distributed around
all the regions of the pupil. Although these contributions pro-
duce a low improvement on accuracy, its main benefit is in
terms of computing efficiency (Fig. 2). In addition, geometrical
constraints on the maximum and minimum radius and eccentric-
ity of the fitted ellipse were added based on anatomical param-
eters of the pupil.36

Since images were processed offline, computation time was
not critical. The prototype version of this implementation writ-
ten in MATLAB and run by a processor Intel i5-4200M CPU at
2.50 Hz with 8 GB of RAM operates at ∼1.11 frames∕s.
Around 70% of the algorithm’s runtime is needed for the locali-
zation and masking of the 12 corneal reflections while the other
30% is needed for the pupil edge detection and ellipse fitting on
the pupil. The results presented in this paper were obtained with
this implementation. However, we have worked on a faster

(c)

(d)

(b)(a)

(e)

Fig. 1 Setup. (a) EVA system. Once the patient sits, the head of the
machine goes down and adjusts its position according to the patient’s
height. (b) Frontal view of the optical modules. (c) Schematic repre-
sentation of the optical module; the eye-tracker is shaded in dark gray
while the vision and autorefractometer subsystems are represented in
light gray. (d) Lateral view of the system. (e) Right (top) and left
(bottom) eye images captured with the system.
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implementation of the algorithm using Nvidia compute unified
device architecture (CUDA) parallelism in order to reduce
the computation time and run the algorithm in real time. The
hardware used to test this implementation consisted of a
GPU Nvidia Quadro K5200 with 2304 CUDA cores and 8 GB
of memory. The computation time could be reduced to around
2 ms∕image.

The first objective of this study was to analyze the perfor-
mance of the eye-tracker with different configurations of light
sources. The tested configurations (Fig. 3) were chosen to study
the optimal number of glints, the putative benefits of higher
number of glints, and their optimum arrangement considering
the possible interference of the eyelids. In a preliminary study,
the different configurations were tested switching off the corre-
sponding LEDs. After confirming by visual inspection that sim-
ilar levels of image luminance could be obtained by retaining
only two light sources and increasing their illumination power,
we decided to acquire all eye images with the 12 LEDs switched
on in order to simplify the experimental procedure. Then, the
corresponding glints were removed from the eye images
using radial interpolation assuming that their intensity profile
follows a symmetric bivariate Gaussian distribution.

2.3 Gaze Estimation

Before estimating the gaze position with an interpolation-based
method, the data obtained from the eye images were filtered
using a trimmed mean to select the 50% of the 30 images
available at each point. The trimmed or truncated mean reduces
the effects of outliers on the calculated average by removing
a certain percentage of the largest and smallest values before
computing it.

A second order polynomial Eq. (1) was used to map the
tracked image features onto gaze position:

EQ-TARGET;temp:intralink-;e001;326;635

�
PoRx

PoRy

�
¼ C ·

0
BBBBBB@

1

ϑx
ϑy
ϑ2x
ϑ2y
ϑxϑy

1
CCCCCCA
; (1)

where PoRx and PoRy are the horizontal and vertical coordi-
nates, respectively, of the point of regard, C is the coefficient
matrix determined during calibration, and ϑx and ϑy are the hori-
zontal and vertical components, respectively, of the pupil-glint
vector.

During the calibration procedure, Eq. (1) was used to calcu-
late the polynomial coefficients in the matrix C assuming that
PoRx and PoRy are the horizontal and vertical coordinates,
respectively, of the stimulus, and computing the pupil-glint
vector of the images captured during this procedure. During
the validation procedure, the coordinates of the point of regard
could be computed from the pupil-glint vector of the validation
images and the known C matrix.

As mentioned previously, robustness against head move-
ments is one of the main challenges of current video-based
eye-trackers. The system used in this study exceeded the mini-
mum hardware required (i.e., two light sources) to normalize the
pupil-glint vectors, which was shown to improve overall spatial
accuracy in interpolation-based eye tracking methods.25,28 The
normalization proposed by Sesma-Sanchez et al.27 based on the
interglint distance was adapted to the content of the images of
each tested configuration.

(a)

(e)

(b)

(f)

(c)

(g)

(d)

(h)

Fig. 3 Eye images with the tested light sources configurations. (a) 12 glints, (b) 8 glints, (c) 8 lowest
glints, (d) 6 glints, (e) 6 lowest glints, (f) 4 glints, (g) 4 lowest glints, and (h) 2 glints.
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Fig. 2 Histogram of the number of RANSAC iterations with the origi-
nal algorithm (5 points, solid), choosing 5 points and distributing them
spatially (5 points—distributed, dotted), considering a subset of
6 points without constraints about distribution (6 points, dashed) and
considering 6 points and distributing them spatially (6 points—distrib-
uted, dotted-dashed).
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When normalization was not applied, the components of
the pupil-glint vector of the eye images captured during both
calibration and validation procedures were computed as follows:

EQ-TARGET;temp:intralink-;e002;63;719ϑx ¼ px − gx; ϑy ¼ py − gy; (2)

where px and py are the image coordinates of the pupil center. In
the configurations with 12 and 8 glints, gx and gy are the image
coordinates of the center of the ellipse fitted on the glints cent-
roids, whereas in the configurations with 6, 4, and 2 glints, gx
and gy are the image coordinates of the mean glints position.
This difference among configurations is due to the fact that
at least five points are required to fit an ellipse.

In the configurations with 12 and 8 glints, when normaliza-
tion was applied, the horizontal and vertical components of
the pupil-glint vector of the eye images captured during both
calibration and validation procedures were defined as follows:

EQ-TARGET;temp:intralink-;e003;63;567ϑx ¼
px − gx

r
; ϑy ¼

pyð1 − kÞ − gy
r

; (3)

where r is the major radius of the glints ellipse and k is a vertical
weighting factor to attribute a higher weight to the glints in order
to compensate for the higher uncertainty in the pupil detection,
especially vertically. The same value of k was used for both cal-
ibration and validation procedures. Its optimum value for each
configuration of light sources was determined empirically as the
one that optimizes the accuracy of the eye-tracker averaged for
all participants.

In the configurations with six or less glints, the normalized
pupil-glint vectors of the eye images captured during both cal-
ibration and validation procedures were computed as follows:

EQ-TARGET;temp:intralink-;e004;63;403ϑx ¼
px − gx

D
; ϑy ¼

pyð1 − kÞ − gy
D

; (4)

where gx and gy become the image coordinates of the mean
glints position and D is the mean Euclidean distance between
opposite glints.

Two normalization methods were proposed for the different
configurations due to the limitation of the minimum number of
points required to fit an ellipse. Although an ellipse could be
fitted on 6 glints, preliminary results showed no robust results
even when the normalization was not applied in those configu-
rations. Therefore, in the configurations 6 glints and 6 lowest
glints, the pupil-glint vectors were computed as in the configu-
rations 4 glints, 4 lowest glints, and 2 glints, considering the
mean glints position and the Euclidean distance between
them. As a result, a unique normalization method was applied
on each light source configuration.

The gaze estimation algorithm was also written in MATLAB.
Approximately 30 ms were needed to compute the coefficients
of the second order polynomial equation using the pupil-glint
vectors extracted from the eye images captured during the cal-
ibration procedure, and 10 ms were needed to interpolate and
compute the point of regard during the validation procedure.

2.4 Evaluation

The eye-tracker performance was evaluated by analyzing the
horizontal and vertical accuracies. They were defined as the
horizontal and vertical angular distances between the interpo-
lated points of regard on the image plane using the eye images

registered during the validation procedure and the real target
positions that subjects were fixating on. The data reported in
this paper correspond to the average horizontal and vertical
accuracies obtained by averaging all the horizontal and vertical
distances, respectively, over the 3 × 3 grid.

The determination of the optimum value of the factor k of
Eqs. (3) and (4) requires to evaluate the eye-tracker’s accuracy.
Hence, it was determined from images obtained during the
validation procedure.

2.5 Statistical Analysis

Statistical analysis was performed using IBM SPSS Statistics
23 (IBM; Armonk, New York). Nonparametric statistics were
used after checking that most variables did not follow a normal
distribution by applying the Shapiro–Wilk test and comparing
the skewness and kurtosis statistics to the standard error.

Friedman tests were performed along both horizontal and
vertical directions to compare the accuracy of the eight configu-
rations. Significance was set at p < 0.05. When significance was
obtained, post-hoc comparisons of configurations were made by
Wilcoxon signed-rank tests with a Bonferroni adjustment given
by the number of possible pairwise configuration comparisons,
with significance p < 0.05∕28. The same tests were also used to
compare the accuracy of the eight configurations when the
pupil-glint vectors were normalized.

Spearman’s correlations were applied to identify associations
between the differences in accuracy for certain pairs of configu-
rations and other features of each configuration, such as the
percentage of images in which the eye was detected or the per-
centage of images in which some glints were occluded.

Finally, the Wilcoxon signed-rank test was performed to
compare the horizontal and vertical accuracies for each configu-
ration without applying the normalization of the pupil-glint
vectors and normalizing them.

3 Results
Before analyzing the differences in terms of accuracy for
the different tested configurations, the intrinsic repeatability of
the algorithm is described. It is defined as the within-subject
standard deviation of the accuracy in both horizontal and ver-
tical directions. It might be thought as a descriptor of the random
component of measurement error and is due to randomness in
the selection of the initial subset of points for the RANSAC
ellipse fitting. For the original 12 glints configuration, the
within-subject standard deviation horizontally was 0.027 deg
[95% confidence interval (CI), 0.026 deg to 0.027 deg], whereas
vertically, it was 0.034 deg (95% CI, 0.033 deg to 0.035 deg).

Table 1 gives the descriptive statistics of horizontal and
vertical accuracies for each configuration.

The Friedman test showed significant differences in both
horizontal [χ2ð7Þ ¼ 18.27, p ¼ 0.011] and vertical [χ2ð7Þ ¼
20.50, p ¼ 0.005] accuracies for the different configurations.
The post-hoc test performed along each direction showed
statistically significant differences horizontally between the con-
figurations 8 lowest glints and 4 glints (p ¼ 0.001). Any pair-
wise comparison vertically showed significant differences.

Although they were not statistically significant, the
differences in accuracy between the configurations with the
same number of light sources (i.e., 8 glints and 8 lowest glints,
6 glints and 6 lowest glints, and 4 glints and 4 lowest glints) are
especially remarkable and might be justified by the fact that in
some cases, the upper glints were occluded by the eyelid
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(Fig. 4). There was a moderate, positive, and significant corre-
lation between the difference in vertical accuracy between the
configurations 8 glints and 8 lowest glints and the percentage
of images in which the glints 8, 9, and 11 -, and only these-,
were occluded (rs ¼ 0.46, p ¼ 0.042). There was no significant
correlation horizontally.

In the four configurations with 6 and 4 glints, all the consid-
ered glints had to be visible, otherwise the eye could not be
detected on that frame. Hence, the improvement in accuracy
when the lowest glints were considered cannot be justified
directly by the occlusion of some upper glints. Alternatively,
it can be explained by the improvement in robustness defined
as the percentage of images in which the eye is detected.
There was a moderate, positive, and significant correlation
between the difference in vertical accuracy between the configu-
rations 6 glints and 6 lowest glints and the difference in robust-
ness between both configurations (rs ¼ 0.65, p ¼ 0.003).
For the configurations 4 glints and 4 lowest glints, there was
also a moderate, positive, and significant correlation
(rs ¼ 0.50, p ¼ 0.029). There was no correlation horizontally
for the configurations 6 glints and 6 lowest glints nor for 4 glints
and 4 lowest glints.

Table 2 shows the descriptive statistics of horizontal and ver-
tical accuracies for each configuration when the normalization
of the pupil-glint vectors was applied according to Eqs. (3)
and (4).

The Friedman test showed significant differences in horizon-
tal accuracy for the different configurations [χ2ð7Þ ¼ 16.75,
p ¼ 0.019]. The post-hoc test showed statistically significant
differences between the configurations 8 lowest glints and 4
glints (p ¼ 0.001). There were no significant differences in ver-
tical accuracy for the different configurations [χ2ð7Þ ¼ 6.04,
p ¼ 0.535].

There were no statistically significant differences (Wilcoxon
signed-rank test) in any configuration between the horizontal
accuracy when the pupil-glint vectors were not normalized
and when the normalization was applied. Moreover, in most
configurations, the differences were lower than the horizontal
within-subject standard deviation. However, the normalization
significantly improved the vertical accuracy and the differences
were above the vertical within-subject standard deviation in all
configurations. The relative improvement of the median vertical
accuracy due to the normalization of the pupil-glint vectors
ranged from 43.2% for 6 glints to 14.8% for 8 lowest
glints (Fig. 5).

4 Discussion

4.1 Light Sources Configurations

The median horizontal accuracy of the eye-tracker used in this
study is systematically better than the median vertical accuracy
in all configurations. A similar tendency was found by Cerrolaza
et al.24 in their study of polynomial mapping functions to opti-
mize the calibration process of interpolation-based systems.
Since there is no clearly preferred direction in the dispersion
of gaze in tasks of sustained fixation,37 it is hypothesized
that this difference is due to the interference of the eyelid and
eyelashes in the detection of the upper pupil region. The higher
uncertainty in this region also implies a poorer repeatability of
the algorithm vertically than horizontally.

Although there are no statistically significant differences of
vertical accuracy with the distinct tested configurations, there is
a tendency for increasing accuracy with the number of glints,
especially in the vertical direction. There is a significant negative
correlation between the number of glints and the median vertical
accuracy (Table 1) of the best configurations (i.e., 12 glints,
8 lowest glints, 6 lowest glints, 4 lowest glints, 2 glints;
rs ¼ −0.90, p ¼ 0.037). The correlation is weaker and not
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Fig. 4 Percentage of images averaged for all participants in which
each glint is occluded. The corresponding occluded glints are repre-
sented in black in the schemes below the bars. Error bars show
�1 SD.

Table 1 Median [interquartile range (IQR)] of the horizontal and
vertical accuracies in degrees for different configurations.

Configuration Horizontal accuracy (deg) Vertical accuracy (deg)

12 glints 0.41 (0.19 to 0.49) 0.47 (0.40 to 0.70)

8 glints 0.42 (0.23 to 0.53) 0.53 (0.40 to 0.70)

8 lowest glints 0.38 (0.17 to 0.52) 0.54 (0.31 to 0.70)

6 glints 0.48 (0.24 to 0.55) 0.74 (0.47 to 0.84)

6 lowest glints 0.43 (0.18 to 0.55) 0.60 (0.48 to 0.87)

4 glints 0.51 (0.26 to 0.58) 0.69 (0.46 to 0.87)

4 lowest glints 0.39 (0.21 to 0.61) 0.57 (0.48 to 0.81)

2 glints 0.44 (0.21 to 0.57) 0.65 (0.45 to 0.87)

Table 2 Median (IQR) of the horizontal and vertical accuracies in
degrees for different configurations when the pupil-glint vectors
were normalized.

Configuration Horizontal accuracy (deg) Vertical accuracy (deg)

12 glints 0.44 (0.19 to 0.51) 0.39 (0.22 to 0.66)

8 glints 0.41 (0.20 to 0.52) 0.38 (0.29 to 0.73)

8 lowest glints 0.39 (0.16 to 0.54) 0.46 (0.32 to 0.64)

6 glints 0.46 (0.24 to 0.55) 0.42 (0.25 to 0.89)

6 lowest glints 0.45 (0.18 to 0.54) 0.39 (0.24 to 0.69)

4 glints 0.47 (0.24 to 0.60) 0.41 (0.28 to 0.93)

4 lowest glints 0.45 (0.22 to 0.63) 0.44 (0.27 to 0.72)

2 glints 0.43 (0.22 to 0.57) 0.37 (0.26 to 0.74)
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significant in the horizontal direction (rs ¼ −0.50, p ¼ 0.391).
The between-subjects variability of the accuracies is rather
similar in all configurations and along both directions.

The arrangement of the light sources seems to have a
stronger effect than the number of glints itself. To our knowl-
edge, this is the first study that addresses the question of the
best positioning of the IR LEDs to optimize the accuracy of
a VOG system. Figure 4 confirms the intuitive thought that
the upper glints are the most likely to be occluded by the eyelid.
The fact that the lower eyelid hardly ever interferes with the
glints justifies our choice of considering the lowest corneal
reflections in the configurations 8 lowest glints, 6 lowest glints,
and 4 lowest glints. However, one should bear in mind the spe-
cific eye-tracker setup used in this study with the cameras placed
in front of the eyes. The results regarding the optimum arrange-
ment of light sources might not be applicable to other systems in
which the cameras are located in other positions.

In the configurations in which an ellipse is fitted on the glints
(12 glints, 8 glints, and 8 lowest glints), the total number of
active glints was not always visible. As can be seen in Fig. 6,
there was a considerable percentage of images in which some
glints were occluded, especially in the 12 glints configuration
[Fig. 6(a)]. However, since a dataset of at least five points is
required to fit an ellipse, at least five corneal reflections needed
to be visible so as to track the eye in each frame. The main differ-
ence between the configurations 8 glints and 8 lowest glints was
the number of glints available to fit the ellipse, which was not
always 8 due to eyelid occlusion. The mean� SD percentage of
images in which all eight corneal reflections were visible with
the 8 glints configuration was 76.9%� 19.7% [Fig. 6(b)],
whereas with the 8 lowest glints configuration, they were all
visible in 95.6%� 5.5% of the images [p ¼ 0.001; Fig. 6(c)].
Therefore, the improvement in accuracy when the lowest glints
were considered might be explained by a more robust ellipse
fitting with a larger dataset of points.

In the configurations with six or less corneal reflections, the
average glints position was used to compute the pupil-glint vec-
tors. In these configurations, the number of glints must be the
same in all frames. Otherwise, the components of the pupil-glint
vectors would be modified regardless of eye movements, which
in turn would lead to an incorrect measurement of eye position.
Hence, the advantage of the configuration 6 lowest glints
over the 6 glints is reflected in the robustness of the system
(i.e., the percentage of frames in which the eye is detected).

The mean� SD robustness of 6 glints configuration was
89.9%� 11.4%, whereas with the 6 lowest glints configuration,
it was 96.6%� 3.4% (p ¼ 0.001). Similarly, the mean� SD
robustness of 4 glints configuration was 89.9%� 11.5%,
whereas with the 4 lowest glints configuration, it was 96.9%�
2.6% (p ¼ 0.001).

The improvement of accuracy in the configurations in which
more data is available (higher robustness) suggests that an
increase in sampling frequency might lead to a better perfor-
mance of the eye-tracker not only regarding temporal measure-
ments but also in terms of spatial accuracy.

4.2 Normalization of the Pupil-Glint Vectors

Our results suggest that the normalization of the pupil-glint
vectors is an effective method to improve the accuracy of VOG
systems.
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glints, (b) 8 glints, and (c) 8 lowest glints. Error bars show �1 SD.

Journal of Biomedical Optics 035001-7 March 2018 • Vol. 23(3)

Mestre, Gautier, and Pujol: Robust eye tracking based on multiple corneal reflections. . .



Previous studies working with eye-trackers with two or more
IR light sources tested the tolerance to head movements in depth
applying different types of normalization.24,27,28 The head move-
ments in other directions (parallel to the display) were not tested
since they were shown to be considerably less problematic in
VOG systems.22 To do so, they acquired eye images locating
the subjects’ head in three different positions separated by
5 cm. The experimental procedure of our study did not include
testing in different locations of the head due to the shadow depth
of field of the eye-tracker’s cameras. Nevertheless, the head of
the patients was not fully immobilized.

On the one hand, it is hypothesized that the improvement in
accuracy shown in all configurations when the pupil-glint vec-
tors were normalized might be partially due to the compensation
of small, although not quantified, head movements allowed by
the forehead rest, since previous works obtained satisfactory
results applying similar normalization methods with this
purpose.24,27 On the other hand, as seen in Fig. 5, the relative
improvement in accuracy due to normalization was different
for each configuration. This implies that the normalization of
pupil-glint vectors might have further effects besides the com-
pensation of head movements and might be due to the k factor,
whose optimum value varies among configurations.

The main improvement when the pupil-glint vectors were
normalized was in terms of vertical accuracy. Actually, the
differences in horizontal direction were neither statistically sig-
nificant nor relevant, since in most configurations they were
below the within-subject standard deviation, which means that
they might be simply due to the intrinsic variability of the
algorithm. The stronger effect of normalization vertically than
horizontally might be justified by the fact that most of the
coefficients of the mapping function have a higher value in
the polynomial equation for determining the PoRy than in
the equation for the PoRx. Thus, when the normalization of
the pupil-glint vectors was applied, the change in the computed
gaze positions was more prominent in the vertical direction than
horizontally.

As discussed previously, horizontal accuracy was below
0.5 deg and already better horizontally than vertically when
the pupil-glint vectors were not normalized. This suggests
that the weaker effect of normalization horizontally might be
also explained by the fact that horizontal accuracy might be
limited by lack of exactitude in stages prior to gaze estimation,
such as the image acquisition and processing or the dispersion of
gaze itself due to fixational eye movements. The pronounced
improvement vertically contributed to reduce the difference in
performance between both directions and equalize the horizon-
tal and vertical accuracies.

Since normalization had a small effect in the horizontal direc-
tion, the between-subjects variability of horizontal accuracy was
similar than when the normalization was not applied. However,
the interquartile range of vertical accuracy was considerably
wider with normalization, except for the configurations 8 lowest
glints, 6 lowest glints, and 2 glints in which it was rather similar.
As shown by the error bars in Fig. 5, the distribution of vertical
accuracy tends to become more asymmetric when normalization
was applied. This means that in most participants, normalization
improved vertical accuracy although in some subjects with
poorer accuracy, the effect was weaker.

Several eye tracking methods published previously were
evaluated using the Euclidean distance between the estimated
point of gaze and the true eye position instead of considering

separately the horizontal and vertical directions. The accuracy
of the eye-tracker used in this study was also computed as
the Euclidean distance for the purpose of comparing it with
existing methods. Its median value was 0.6 deg for the 12 glints
configuration and normalizing the pupil-glint vectors, which is
better than the average accuracy of 1 deg of visual angle shown
by the original Starburst algorithm.10 Other interpolation-
based methods using one glint obtained an accuracy around
0.8 deg.26,38 Cerrolaza et al.24 obtained a considerably better
accuracy with two IR LEDs, a second order interpolation equa-
tion, the interglint distance to normalize the pupil-glint vectors,
and with the patients’ head stabilized using a chin rest (0.2 deg
horizontally and 0.3 deg vertically).

Comparable values of accuracy were obtained with geom-
etry-based and head pose invariant models.19 Several systems
consisting of more than two IR LEDs rely on the cross-
ratio33,39,40 of a projective space or homography normalization.34

Although these methods allow head movement, their optimum
accuracy values, which are below 0.5 deg, were shown with the
head stabilized with a chin rest.34,39

To conclude, different lightening configurations for on-axis
eye tracking have been proposed and studied. In particular, the
interference of the corneal reflections with the upper eyelid has
been emphasized. One should take into account that the high
variability in the anatomical shape of eyelids leads to high vari-
ability of the results. Then, the configuration with the best
performance might be different depending on factors such as
the ethnicity or the age of the eye-tracker’s users. The proposed
normalization of the pupil-glint vectors seems to be an effective
method to improve the accuracy of VOG systems. It also coun-
teracts the tendency for increasing accuracy with the number of
glints. Therefore, if they are properly positioned, our normali-
zation proposal allows to be independent from the need for
higher number of light sources.
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