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Abstract. In the vast river of art and music, this wonderful flower of
through its expansion in horizontal space and continuation in vertical ti
research mainly discusses the filming of multimedia music images that 1nteg
model (HMM) and song feature tags Hidden Markov model is asta

in the editing process. When filming multimedia music image ] yusic history,
there are not only the shooting pictures of the mai he m i but also the
introduction of the environmental information gener: al thi diting needs

to consider whether each shot and each picture meets the
things to be described. It uses HMM to predict the song ased on the user’s listening
behavior records and song characteristics and then re onding category of
music to the user in real-time. Finally, the recomme gorithms are verified
on the experimental data set. It compares the differ traditional music algorithm
and the HMM from different dimensions, such as e, and recommended time
efficiency. The accuracy of HMM for music is pre he multinote recognition
double random process to
describe the statistical characteristics of th . The proposed research will
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, which can realize the fair distribution of educa-
tional resources. Musi i ared music resources in the multimedia system,
and there is no differe G d and bad conditions. In this way, every student has equal
educational opportun: 0 improve students’ music literacy and teaching quality
in an all- around way. s the automatic arrangement of chords. The feature part
sed on tone and considers the high frequency overtone

on of traditional teaching methods and informatization methods can learn from
engths and can improve students’ interest in learning through some video and

cal, cultural rehcs the past dynasties in the study of music history. This is because these
cultural relics themselves with the passage of time, and the existing environment will change and
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their authenticity will be attenuated. It also has invaluable academic value to use multimedia
music image technology to record the live performance of various music works today.
Traditional music teaching focuses on emotional expression and timbre. China’s traditional
music culture is different from other types of music, and it pays more attention to the timbre
of music.

Made a close connection with the theme of the article: study the prin

speech recog-

This is considered the only method that brings no regrets for fut
cold start problem in the music recommendation process, this pa ew music rec-
ommendation algorithm. The algorithm uses song feature tags t lar songs to
new users. At the same time, in music recommendation, recom pften need to
continue song recommendation at the end of the play orite playlist,
the system needs to dig out the user’s interest deviatio icati
HMM is generally used to predict the behavioral proba . Based on this prin-
ciple, this paper combines the user’s listening behavior record cteristics to predict
the song category (HTR algorithm) and then recom: song to the user in

2 Related Work

When users use the search system to obtaiy n, they will find that the traditional search
system cannot dig out the user’s potentia
mation query process. Amini believed th
ence of a watermark in a watermarkj opyright protection of digital data.?
Rashidi considered that using And install third-party applications from
various open markets. This can ca i issues because third-party applications

on is a method to verify the exist-

s.* Carrer believed that radar detectors are unique
tions. The authors proposed a new technology
ies’ automatically. Based on the output of a
as applied to observations not generated by its

underground surveys for g
based on local-scale HMM
mismatched HMM test filter, an
model. In another stud

description with a higher score in each user and use it as
lates the similarity between the higher-rated songs and

g degree of similarity. With the development of information
nology, music digitization is widely used in various media, such as radio
ork, and so on. In this way, efficiently retrieving and managing
usic has become the focus of research and development in

aendation Based on Fusion HMM

3.1 Multimedia Music Image Production

SIFT is a new image compression scheme based on local feature descriptors. SIFT descriptor has
scale and rotation invariance to a picture and is widely used in image information retrieval. In this
paper, the SIFT method is used to extract the features of each direction and each gradient of the
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local image block and then combined with the SPM method. Different scale scale-spaces inte-

grate the feature vector of each image block into a feature vector as the feature of the whole

image. Thus, the auditory image characteristics of chords.” In the music-influenced filming proc-

ess, HMM uses historical preference data to calculate the distance between users and then uses

the weighted score value of the target’s nearest-neighbor users to evalua song to predict the

target user’s preference for a specific song.
Mass spectrometer:

C = ZMt[”] ) n/ZM,[n]

n=1 n=1

Among them, M, [n] represents the magnitude of the Fourier tra
t. A high mass spectrum indicates that the sound is brighter in quency range.

The spectrum roll-off represents the spectrum distribution bg e R,85%, and
it is also a parameter that reflects the shape of the spectrum. I follows:®

R,

> M,n]=085-

n=1

@

The spectral fluctuation represents the mode of, egularized spectral

F, =2 (Nn] - : 3)

Among them, N,[n], N, — 1[n] repres ized spectrum of the #’th frame and the
' 1th frame, respectively.
Zero crossing rate:’

4
)
For the discrete ca

“IPy(27it—k), j.k € Z. (6)

For i ¢ continuous wavelet transform is'!

~12 t—>b
= <f’ l//a,b> = |a| RfU)VI T dt! (7)
t—>b
Wap =T / f (W(—) dr. ®)
R a

The process ing multimedia music images is shown in Fig. 1. For the monophonic
signal input by the microphone recording, quantization noise and aliasing interference will be
generated when converted from quantization to digitization.'>'* The pre-emphasis process is
realized using a pre-emphasis digital filter with 6 dB/octave to improve high-frequency char-
acteristics. The input layer to the hidden layer is fully connected, but the weight is fixed at 1.
There is no need to prespecify the weight between the hidden layer and the output layer, and
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Pretreatment

y

Determine the center
and radius

RBF neural netwo

3.2 Fusion HMM

The multinote acoustic modeling pr is si ¢ phoneme modeling, but the parameters
in the HMM are different; the multj
times between multinote and mu e current multinote calculates the prob-
ability of the next poly actual problem is often more complicated than
described by the Markov ople can observe is often not one-to-one cor-
responding to the state, but obabilities, and such a model is called HMM.
If forany n = 1,2,3,... and any . € T and any real numbers x, y, the formula is as
follows:'

p{&(1) 3 . E(tg) = xo} = p{&(1,) < y|E(t,-1) = x}. ©)

&i(t) =x/T. (10)

a;(i) = P(01,0,,...,0.;q, = Si|A). an

ion:
a,(i) = m;b;(0,),  1<i<N, (12)
a (i) = m;b;(05),  1<i<N, (13)
a;(i) = m;b;(03), 1 <i<N. (14)
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(2) Iterative calculation:

N
a1 () = [Z at(i)aij] bi(0441). 1<t <T -1, 1<j<N. (15)
i=1
(3) Final calculation:'®
N
P(O11) = ar(i). 16)
i=1
Among them, a; ; is an element in the state transition matrix, and b j(O,) the
observation symbol matrix.

Through the frequency spectrum frame mapping program o io datay each frame of the
signal is composed of only 12-dimensional feature vectors, whig e
each frame. The playback time of an audio frame is equal to 1
sampling frequency. One of the most useful features f;thi i t can encode
the chords contained in a given song. Therefore, two a i i ony content
will have the same feature vector. With the help of this he correlation between

is the distribution curve of frequency. Complex
oscillations with different amplitudes and freque
of these harmonic oscillations is arranged acco
spectrum.

Assuming that the short-term energy of theg
by E,, the equation is'’

posed into harmonic
h in which the amplitudes
is called the frequency

signal x,,(m) is represented

a7

For periodic or random digita 1s defined as
(18)
The width determines the size o ive field and affects the accuracy of the network.
The width selection need e e receptive fields of all RBF hidden layers cover

o classify the sample space to form n classes, then'®
= T oo 2

(X = W) (X =Wl (19)

ge key points have strong robustness and rotation invariance characteristics,
irection parameters of the key points according to the gradient

e pixels:'*%
x+1,y) = L(x—=1,9))>+ (L(x,y + 1) = L(x,y = 1)), (20)
Ly +1) = L(x,y=1)/(L(x+1,y) = L(x = 1, y)). (@2))

For the continuous HMM, the observation density function is a mixed Gaussian density func-
tion. To determine the number of functions M, if the training data are different, the number of
functions is different. When the amount of training data increases, M also increases, and at the
same time, the amount of calculation increases. The covariance matrix is a full symmetric matrix.
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RBF traini d recognition process.

This paper uses a diagon U hat the dimensions of the parameter vector are
reduce the complexity of the calculation and the storage
ining data are not high. Using the segmented K-means
is statistically analyzed.’! It clusters the speech signal
frames intQ ' erved value probability B is re-evaluated, and a new model
1 matrix and mean vector of the speech signal frame vector
atrix and mean vector of the Gaussian probability density
s, and M Gaussian probability density functions are obtained. The RBF
own in Fig. 2.

is as follows:?

Bi1(Jj) = {max[5,(i) + log(a;;)]} + log[b;(Or1)]. 22)

6u(J) = 64(i)/ 9. (23)
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Assuming that the input signal is x(n), the short-time Fourier transform of the signal is
defined as*

o0

X,(e) = Z x(m)w(n — m)e="m,

m=—0o

(24)

The DoG equation is as follows:**

D(x,y,0) = (G(x,y, ko) = G(x,y.0)) * I(x,y) = L(x.y. ko)

3.4 Experimental Data Set

The recommended algorithm program of this experiment is
recommendation algorithm proposed in this paper mainly im
construction of M-HTR (HMM in MTR algorithm
problems. The final recommendation algorithm code exM@hout recommen-
dation framework. The experimental platform uses a Wi

3.5 Database Selection

The selection of the database is one of the importa
an important role in evaluating the performance
research teams choose different feature extraetio
chord recognition rates are also different.
object will also cause the difference of
between methods in this way. According
of chords. But in reality, many types of clx
article only considers the 24 types

n experiment, and it plays
gnition system. Different
models, and the resulting
e difference of the recognition
esult, and there is no comparability
usic theory, there are many types
sed in Western music. Therefore, this
appear in music, namely major and

minor. To establish the training s ’ ords were intercepted according to the
chord label file. Each type contai ber of chord samples, but almost all types of
genres are included. This|asticlefi amic programming to detect the beats of these four
songs and then uses cool e nt the songs according to the detected beat time

position. Finally, a complet ivi i dio data composed of many chord segments.

3.6 Building M-HTH

Since the user’s ratin g ¥ the maximum likelihood estimation method can be used
to estimate the para First, the recommendation algorithm will collect the
user’s songpla 1e songs in the list will be sorted according to the time
§ actions on each song will also be recorded in the model.

3.7 Realizing ng Recommendation Based on M-HTR

When recommending Songs to the user’s existing playlist, the user’s song history score can be
divided into several favorite categories (single loop, sharing, like, active playback, listening,
skip) according to the score (1 to 100). According to the sequence of time, the user’s rating
of each song is converted into a favorite category and used as an observation sequence, and
the user’s implicit interest tag is used as the implicit state sequence of M-HTR.
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Table 1 Set playlist attenuation factor display results.

Number of album songs Attenuation factor

0to 10 .90

10 to 20
20 to 30
30 to 40
40 to 50
50 to 60
60 to 70

70 to 80

4 Multimedia Music Image Production Res

user’s interest. Therefore, the playlist attenuation
playlist music and the ranking of each song. The
Through fields such as playlist attenuation fact:
time, users can quantify the score of each piece of m
shown in Table 2.
“The Bells of Geneva” enters the first e main melody (bars 5-11 of the whole

king, and song collection
user rating information is

In this part, it will select the following i e performance versions as the objects
of visualization research. The sele e performance versions are shown in
Table 3.

Four performers (Barenboim
mance version, and Rub 1
and contraction here. The
of the four performance v
shown in Fig. 4.

The HMM algorithmg eech signals. Because of the particularity of the
music signal and the eraging 1n codebook training, canceling the smoothing can

ires performance version, Polini perfor-
version) have performed local thythm expansion
processing can be felt from the interpretation

User rating information.

Song number Song recording timestamp

595 1333286336

586 1336033313

627 1306363363

23 1303333633

61 1336331363

63 1336863106

7 595 1636186336
8 586 1333286336
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Quasi allegretto
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Fig. 3 An example of the score of the first phrase (bars 5-11 of the whole
main melody of “The Bells of Geneva.”

Performer Publish time ecord source

Artur Rubinstein 1990 The Chopin Collec RCA 89563 (2)

Daniel Barenboim 1999 Chopin: DG 463057-2
Maria-Joao Pires 1996 DG 447096-2
Maurizio Pollini 2005 DG 477571-8

——4@ Barenboim performance version Pires playing version

110

\o
=
T

3
=]

n
=

Deviation(%)
(7%
(=]

p—
=

N
=

&
S

Note number

¢ Rubinstein performance version

Deviation(%)

Note number Note number

Fig. 4 The characteristics of the four performance versions.
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Table 4 Speech signal processing results of HMM algorithm.

Timbre Number of notes Correct number Recognition rate

Piano 61 55 90.2%

Violin 22 22

Oboe 58 58

Total 141 135
better meet the requirements of the music signal. The experimental resuits M can
well solve the basic problem of music recognition. The result of gorithm speech signal

processing is shown in Table 4.
The comparison of the HMM algorithm system itself is she
Among the audio data synthesized from these I music file i ength of the

classical music data set is 15.3435 h, with 252,588 \ isteibution of chords

frames. The distribution of chords and keynotes in the is shown in Fig. 6.

When testing the chord recognition system, two used to test, namely
classical music and Beatles music. The test collect usic is Bach’s Prelude in C
major and Prelude in F major. The test collectio is the two Beatles songs,
LoveMeDo (C major) and Anna (G major). Classi i test music in the Beatles
music test set are not included in the training specific conditions of the

system itself.

Timbre Polyphonic music
Piano 2
Complete syste 9.9%
Fenobo 17%

No filtering 20%

H Classical tone

w
T

154
wn
T

[
T

=
n

-

Feature distribution

e
n

1 4 7 1013 16 19 22 25 28 31 34 37 40 1 4 7 1013 16 19 22 25 28 31 34 37 40
Note number Note number

Fig. 5 The distribution of chords and keynotes in the classical music data set.
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m Beatles chords m Beatles keynote
3 3
E 251 E 2.5
- -
= =
= 2 = 2
& &
2 £
T 15 < 1.5
") ")
5 5
s 1 s 1
5] 5]
= [
0.5 | 0.5
0 0
1 4 7 1013 16 19 22 25 28 31 34 37 40 1 4 7 10
Note number
Fig. 6 The distribution of chords and keynotes in the
Table 6 Details of th
Timbre Test music Number of frames
Classical music Bach Prelude in C Major 478 frames
Bach Prelude in F Major 353 frames
Beatles music Anna 1072 frames

Love Me Do 810 frames

ic) to test the accuracy of keynote
bf 20 of the music, and the accuracy

It uses 20 pieces of music (15 classica
estimation. This article accurately estj
rate is 95%. The accuracy of the pi usic pieces is shown in Fig. 7.

The postprocessing of multim virtual images produced by 3D mod-
eling into the air, creating a virtua that looks like an illusion and a real one. There is also a
combination of virtual i ens to experience the fun of interaction in the dream
space composed of virtua ity. Wi elp of multimedia image postprocessing, music

visualization can be succes ized. ciple of multimedia image post-processing is
shown in Fig. 8.

The scenery is a pla ink about during the shooting of video work.
It is usually divided iy gsories: long-range, panoramic, medium-range, close-up, and

N Anna B LoveMeDo

100
90
80
70
60
50
40
30
20
10

Accuracy(%)

1 3 5 7 9 11 13 15 17 19 1 3 5 7 9 11 13 15 17 19
Music Music

Fig. 7 20 accuracy of pitch estimation for a piece of music.
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A
Red light

A
A

< atic
v ligh
B Screen
Optical projection I
system roller

Fig. 8 The principle of multimedia image pos

Yellow River
Vision

Fig. 9 Display of different scenes d

from Baidu).
close-up. The classificati i has its different screen structure. For example, in
the image design of Taosi ction of the Loess Plateau, the Yellow River

Basin and the environment.
picture of the environmen

ng-range or panoramic lens to show the full
the majestic and magnificence of the Yellow
during the shooting of music images is shown

h work 1c iconography mainly starts from the history of musical
tory of performance, the life of musicians, and related video materials. It
e study of stringed music, with the history of stringed instru-
Udy. It searches for information from texts, paintings, bipaintings,
i s, combined with the textual verification of music-related characters and events
in the hi ooks, gradually establishes the vertical development context of stringed instru-
ments and m istory, and gradually enriches it on the cross-section. This has a very important
role in promoting ¢ evelopment and maturity of music history. From the aspect of historical
research, music cultur€ is regarded as an important aspect, which supplements an important part
for enriching the development of string music. Judging from these historical data, the rapid
development history of music iconography is traceable. Our research focus in the field of music
research can be adjusted and changed promptly as the theoretical data changes in different
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According to the available data, the concept of the subject of iconography is not determined
all at once. In the long-term development, it gradually emerged from the history of art. The
development of Chinese music iconography as an independent subject began in the 20th century.
Under the influence of foreign music iconography, it has absorbed the beneficial factors, com-
bined with the actual situation of Chinese music culture investigation afidagradually formed its
characteristics. Although the subject theory of Chinese music iconology has matured relatively
late, the work of using images to explain music culture in the history of Ch e music has
already begun.?®

The history of music visual communication design involves many fie
tionary history of music storage media, the history of packaging, the histo
the history of the development of music media. The main research goal of tt
communication design language of music. Therefore, the development and
visual communication design and the form of music communig
much.”

This research will focus on the aesthetics and disseminatid
under visual culture. It analyzes the current situation, 1nfo - and specific
aesthetic value of the visual communication of Chi ives of inter-
pretation of the communication form, meaning genera 4
research object set has the characteristics of visual cu i and communication

medium. It is connected with the audience’s musi feedback and then
outlines the current visual landscape of Chinese i

6 Conclusion

From a disciplinary point of view, Chinese

history.” This is due to the problem of ag e caused by the loss of a large number
of ancient music scores. In this case, sort; of ancient musical instruments in
the world so the context of the musical i ayed in front of readers is a way to
make up for it. The accuracy and aut oes are often affected by the style and

randomness of the painters. How to
is also an aspect that this article

prehensive combining of such images
class1ﬁcat10n of music 1mages varies

of the research scope, rese
multimedia music image te tion, storage, dissemination, and research not

ings but also will be the trend of future develop-
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