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ABSTRACT 

This research used the machine learning algorithm of the BP neural network to predict a data set. In order to verify the 

performance of the prediction model, we introduce the confusion matrix and F1 score to evaluate the effect of machine 

learning. In order to optimize the BP neural network model, we use feature engineering to process the data set and apply 

the BP neural network model to this new data set. The experimental results show that the machine learning performance 

of the BP neural network model based on feature engineering is improved. 
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1. INTRODUCTION 

The university is very interested in the enrollment intention of freshmen. Based on this, we collected the freshmen data 

set of a university, including the registration data of this university in recent years. 

BP (back propagation) neural network is a concept proposed by scientists led by Rumelhart and McClelland in 19861. It 

is a multilayer feedforward neural network trained according to the error back propagation algorithm. It is one of the 

most widely used neural network models2. BP network adds several layers (one or more layers) of neurons between the 

input layer and the output layer. These neurons are called hidden units3. They have no direct connection with the outside 

world, but the change in their state can affect the relationship between input and output. Each layer can have several 

nodes4. 

In this paper, we first deal with the data set so that it can be used by machine learning. Then we use BP neural network 

model to machine learn the data set. We use the F1 score to measure the prediction performance. 

Feature engineering refers to the process of transforming the original data into the training data of the model5. Its purpose 

is to obtain better characteristics of the training data and make the machine learning model approach this upper limit. 

Some scholars call feature engineering attribute selection. It refers to selecting some features from the existing features 

to optimize the prediction of the system6. In order to improve the performance of machine learning, we design an 

optimization scheme. 

We use feature engineering to help extract important features of data sets, so as to generate a new data set. This data set 

is much smaller than the original data set. After experimental testing, all performance indicators are basically the same as 

the original data set, but the time efficiency has been significantly improved. 

Through the feature engineering processing of the data set, and then the new data set is used for machine learning using 

BP neural network model again, the results show that the performance has been improved. 

2. THE DATASET AND FEATURE ENGINEERING 

A university located in Guangzhou, China provided the data set studied in this thesis. We collected the data on this 

university in recent years. These data are from the official information of the college entrance examination admission 

system and the internal data of the University’s own information management system. 

2.1 Features 

Part of the data in the dataset comes from the college entrance examination student database of Guangdong Enrollment 

Office. These data include all the information of students, including the national unified number and name of students, 
the volunteers of colleges and universities applying for the examination, the name of parents, the contact number of 
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parents, home address, the name of high school, the contact information of high school headteachers, etc. An add up to 

38 columns of information are appeared in Table 1. 

Table 1. Official external raw dataset. 

NO. Name SN. Sex No. Sex ID ... Score Nation 

522** Y** 094408** 2 Girl 4452241992** ... 5 Han 

088** X** 094407** 1 Boy 4452241990** ...  Han 

051** Z** 094403** 1 Boy 4452241989** ...  Han 

... ... ... ... ... ... ... ... ... 

2.2 Dataset preprocessing 

Before machine learning these collected data, the first thing we need to do is preprocess these data. Because most of the 

collected raw data are missing, some data are noisy, and even some data will be repeatedly collected, these collected raw 

data can not be used directly. A large amount of processing work needs to be carried out on these raw data to make them 

become data that can be recognized and used by the program7.  

In the new dataset we constructed, the values of some feature attributes are null8. For example, in the art score column, 

some students do not have this score, so they need to change the null value to 0. There are many similar feature 

attributes. We have done the same treatment, that is, change the null value to 0. 

Then there are some inconsistent data9. For example, the name of a major in a university often changes. For example, 

there is a major called computer network technology, which was changed to computer network a few years ago. These 

majors are essentially the same major, we have standardized their names in the past few years. 

In addition, some noise data need to be removed10. In this new dataset, some data are not related to our research content, 

such as the names of students’ parents, headteachers, etc. another additional piece of data that needs to be paid attention 
to is the number of students from other provinces, which is very small, less than 0.5% of the cases, and these students 

from other provinces are not within the scope of our research, it’s also necessary to remove these data. 

Data reduction is to minimize the amount of data on the premise of maintaining the original appearance of the data as 

much as possible11. Because the source data in the new data table is very complete and contains a lot of repeated 

information, in order to reduce the time of program calculation and improve the efficiency of data learning, after 

analyzing the admission information and registration information, we deleted part of the data to reduce the amount of 

data in machine learning12. For example, you only need to keep one of the registered permanent residences, mailing 

addresses, date of birth, and age. 

During machine learning of datasets, many data types cannot directly participate in the calculation of the program, such 

as text data such as major name, student class, and student native place. Therefore, we need to convert the data types of 

these data to enable the program to calculate13. 

For example, one of the feature attributes is called fixed telephone, which was originally a digital string. We changed it 

to numbers 0 and 1. The number 0 indicates that the fixed telephone is not installed in the student’s home, and the 

number 1 indicates that the fixed telephone is installed in the home. For another feature attribute mobile telephone, we 

did the same data conversion14. In addition, we also convert some other text numbers into numerical numbers. 

After the above processing methods, the dataset becomes standardized and complete, and the volume is reduced to 18 

columns. The dataset after processing is displayed in Table 2. 

2.3 The feature engineering 

The characteristics of data are the useful information extracted from the data for the result prediction. feature engineering 

is a process that uses professional background knowledge and skills to process data so that features can play a better role 

in machine learning algorithms15. 
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Table 2. Final dataset. 

 y a1 a2 ... a14 a15 a16 

 Registration status Gender Score ... School type Examination type Politic countenance 

x1 0 2 305 ... 2 1 13 

x2 1 2 372 ... 2 2 1 

x3 0 1 358 ... 1 1 1 

... ... ... ... ... ... ... ... 

The significance of feature engineering lies in three points: first, better features mean greater flexibility, second, better 

features mean that only simple models are needed, and third, better features mean better results. When performing 

feature engineering processing on data sets, attention should be paid to the processing of redundancy and noise16. 

Redundancy means that the correlation of some features is too high, which will consume a lot of computing performance. 

Noise is part of the characteristic, which have a negative impact on the prediction results. 

Common feature selection methods include filtering, wrapping, and embedding. Filtering is sorting the parts that leave 

the most relevant features by evaluating the correlation between a single feature and the result value17. Wrapping is to 

regard feature selection as a feature subset search problem, filter various feature subsets, and evaluate the effect with 

models. Embedding is to analyze the importance of features according to the model. 

3. THE BP NEURAL NETWORK MODEL BASED ON FEATURE ENGINEERING 

BP (backpropagation) neural network is a multilayer feedforward neural network trained according to the error 
backpropagation algorithm. It adds several layers (one or more layers) of neurons between the input layer and the output 

layer. These neurons are called hide cells, they are not specifically related to the exterior world, but their state changes 

can influence the relationship between input and yield. Each layer can have several nodes. 

In this paper, we made a neural arrangement with three covered-up layers, each containing 10 neurons. The built BP 

neural arrangement appears in Figure 1. 

 

Figure 1. The BP neural network. 

We created a neural network with three hidden layers, each containing 10 neurons, the number of iterations of the 

network is set to 1000, the training accuracy is 10-3, the learning rate is 0.01, and Maximum validation failures is 10 

times. The training process is displayed in Figures 2 and 3. 
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Figure 2. The performance of BP neural network. 

 

Figure 3. The training state of BP neural network. 

The BP neural network model is used to predict the test set. The final predicted performance indicators are displayed in 

Table 3. 

Table 3. Performance metric of BP neural network. 

Recall Precision Accuracy F1 

68.57% 64.68% 61.07% 0.6656 

After the data set is processed by feature engineering, we constructed the new BP neural network, but the input 

parameters changed from 16 features to 8 features, as displayed in Figure 4, the predicted performance indicators are 

displayed in Table 4. 
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Figure 4. The new BP neural network. 

In addition, we also made a neuron count of 10 × 10, the performance of the BP neural network on the new data set is 

poor, but when the number and number of neuron layers increase, the neural network shows better performance. The 

reason may be that a 10 × 10 neural network is too simple. When the structure of a neural network becomes complex, it 

can show better machine learning performance, which is consistent with the idea of deep learning. 

Table 4. Performance metric of the new BP neural network. 

Recall Precision Accuracy F1 

69.61% 66.23% 62.86% 0.6788 

In addition, in terms of time cost, the time spent on the data set processed by feature engineering is about 80% of the 

original data set. Once again, it is proved that when the amount of data is large, the optimization scheme of feature 

engineering processing of data sets will bring great performance improvement to our machine learning. 

4. CONCLUSION 

In this paper, we further process the data set through feature engineering, which is used in BP neural network algorithm. 

Our work shows that the performance of the BP neural network model based on feature engineering has been improved. 

In the future, we plan to work on the following topics. Use more feature engineering methods to process the data, and try 

to improve the performance of the model. Apply feature engineering to other machine learning algorithms to see if the 

performance of the model can be improved. 
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