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Abstract. The Soft X-ray Spectrometer onboard the Astro-H (Hitomi) orbiting x-ray observatory featured an array of
36 silicon thermistor x-ray calorimeters optimized to perform high spectral resolution x-ray imaging spectroscopy of
astrophysical sources in the 0.3- to 12-keV band. Extensive preflight calibration measurements are the basis for
our modeling of the pulse height–energy relation and energy resolution for each pixel and event grade, telescope
collecting area, detector efficiency, and pulse arrival time. Because of the early termination of mission operations,
we needed to extract the maximum information from observations performed only days into the mission when the
onboard calibration sources had not yet been commissioned and the dewar was still coming into thermal equilibrium,
so our technique for reconstructing the per-pixel time-dependent pulse height–energy relation had to be modified.
The gain scale was reconstructed using a combination of an absolute energy scale calibration at a single time using
a fiducial from an onboard radioactive source and calibration of a dominant time-dependent gain drift component
using a dedicated calibration pixel, as well as a residual time-dependent variation using spectra from the Perseus
cluster of galaxies. The energy resolution was also measured using the onboard radioactive sources. It is consistent
with instrument-level measurements accounting for the modest increase in noise due to spacecraft systems inter-
ference. We use observations of two pulsar wind nebulae to validate our models of the telescope area and detector
efficiency and to derive a more accurate value for the thickness of the gate-valve Be window, which had not been
opened by the time mission operations ceased. We use observations of the Crab nebula to refine the pixel-to-pixel
timing and validate the absolute timing. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License.

Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JATIS.4

.2.021407]
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1 Introduction
The Astro-H (Hitomi)1 Soft X-ray Spectrometer (SXS)2

was designed for high-resolution broadband imaging x-ray
spectroscopy with a high effective area. The detector3–6 and
its cryogenic systems7–13 are described in a number of papers,
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as is the Soft X-ray Telescope (SXT),14,15 the on-orbit operation
of the instrument,16 and the data analysis software and archive.17

The detector18 and telescope19–25 were the subjects of intensive
ground calibration campaigns at the subsystem and instrument
level. The ground calibration measurements were used to predict
the on-orbit performance of the instrument, including the effec-
tive area and energy resolution. The ground calibration measure-
ments also were used to derive a calibration for assignment of
photon energies to events based on the measured pulse heights
and to assign absolute photon arrival times based on the nominal
trigger times.

The instrument calibration must be validated and corrected
based on on-orbit calibration measurements. The suite of on-
board diagnostics included an “always-on” collimated radioac-
tive 55Fe source illuminating a calibration pixel installed outside
the telescope field of view, an 55Fe source installed on a rotat-
able filter wheel above the SXS dewar aperture, and an electron
impact x-ray generator with a photocathode activated by a fast
UV photodiode [modulated x-ray source (MXS)]. An extensive
set of observations of celestial sources was planned to comple-
ment diagnostics from these onboard sources. Because of the
unfortunate loss of the observatory during the commissioning
phase, only a subset of the planned calibration experiments
was carried out. Nevertheless, the instrument performance was
largely verified by the data that were collected.

The observations performed in the commissioning phase
were not initially planned to be fully calibrated, but because of
the loss of the observatory, there is a mandate to extract the
maximum possible science return from them. The most impor-
tant additional requirement introduced by this mandate is a pro-
cedure for calibrating the pulse height–energy relation early in
the mission, when we performed SXS science observations
before fiducial calibration sources were available and while the
SXS dewar was still coming into thermal equilibrium. The trans-
mission of the SXS dewar gate valve also had to be calibrated
more precisely than the available preflight data allowed.

In this article, we give an overview of four key aspects of
the instrument calibration and the on-orbit measurements and
observations that were used to validate and/or measure these
parameters. In Sec. 2, we describe measurements of the instru-
ment resolution and line spread function (LSF). In Sec. 3, we
describe the procedure used to establish the pulse height–energy
relation. In Sec. 4, we use observations of bright continuum
sources to measure the thickness of Be in the SXS dewar gate
valve. In Sec. 5, we use observations of the Crab nebula to make
corrections to the absolute and relative event timing.

The on-orbit calibration of the SXS is described in greater
depth in a series of forthcoming articles: the LSF is discussed
by Leutenegger et al.,26 the pulse height–energy relation is
discussed by Eckart et al.,27 the effective area is discussed by
Tsujimoto et al.,28 and timing is discussed by Koyama et al.29

Two further articles will describe topics not covered here:
the SXS background is discussed by Kilbourne et al.30 and
the SXT point spread function is discussed by Maeda et al.31

2 Line Spread Function
The LSF was characterized on the ground using monochromatic
x-ray sources augmented by x-ray fluorescence sources
emitting characteristic lines. The LSF is well-characterized by
a dominant component consisting of a Gaussian with energy-
dependent resolution (the “core” LSF), as well as three weak
components (the “extended” LSF): an exponential tail with

e-folding of ∼12 eV, an electron loss continuum, and escape
peaks.18 The extended LSF components are not expected to
vary on orbit, so we do not discuss them further in this article.

The core LSF energy resolution is a function of event grade
and pixel. The event grades are described in detail by Ishisaki
et al.6 To summarize briefly, events are processed differently
depending on their relative arrival time, and the method of
processing affects the energy resolution for that event type.
The classifications are hi-res, mid-res, and low-res; and within
mid-res and low-res, events can be primary (first in a series) or
secondary (subsequent events in a series). Both preflight and
in-flight calibrations of the core LSF are only valid for primary
event grades, and a modeling of secondary event grades will be
discussed in a future article.

The so-called “baseline” events are a key tool in modeling
the energy resolution of the SXS. These events measure the
effects of baseline noise in the detector system by processing
strings of samples from the outputs in the absence of an x-ray
absorption event using the optimally filtered template pulse as if
a real event had been triggered. They provide the resolution at
zero pulse height, as well as an estimate of all fast time scale
noise contributions to the energy resolution.

We have found that the energy resolution for a given event
grade and pixel can be modeled as an excess broadening term
added in quadrature with the baseline energy resolution

EQ-TARGET;temp:intralink-;e001;326;477RðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

b þR2
eðEÞ

q
; (1)

where RðEÞ is the energy resolution, Rb is the baseline energy
resolution, and Re is the excess broadening. We showed in our
preflight calibration campaign that the excess broadening scales
linearly with energy, so that

EQ-TARGET;temp:intralink-;e002;326;394RðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

b þR2
eðErefÞ

�
E
Eref

�
2

s
: (2)

In Fig. 1(a), we show the energy resolution for a single pixel
measured at several energies in instrument-level testing together
with the best-fit model for resolution as a function of energy
(discussed in more detail by Eckart et al.18) and compare this
with on-orbit measurements using the 55Fe source installed in
the filter wheel. In Fig. 1(b), we show the baseline resolution,
hi-res event resolution at 5.9 keV, and excess broadening at
5.9 keV for all pixels, comparing measurements from instru-
ment-level testing on the ground with on-orbit measurements
using the 55Fe source installed in the filter wheel.

We find that the baseline resolution is slightly higher on-orbit
compared with instrument-level testing, by an average of
0.38 eV. At least some degradation in resolution is expected,
given the noise tones observed due to spacecraft interference
from the attitude and orbit control system (AOCS) (see
Fig. 7 in the work by Porter et al.3). Noise tones generated by
operation of the AOCS in ground testing also led to a degrada-
tion in baseline resolution.18 Note that although the effect of
noise tones can be mitigated by creating a new optimal filter
based on the changed noise environment, this method cannot
be used here because the noise is nonstationary in frequency
space; furthermore, changing the optimal filter would invalidate
the ground calibration of the gain scale, which would then have
to be recalibrated on orbit. In addition to the spacecraft interfer-
ence, the baseline resolution is further degraded by the presence
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of untriggered thermal crosstalk events resulting from so-called
frame events, where minimum ionizing particles deposit energy
into the silicon frame. This effect results in a slight degradation
in resolution, with the magnitude of the effect dependent on
the cutoff rigidity, which is a proxy for the rate of minimum
ionizing particles.26

We also find that although the baseline resolution is slightly
degraded by operation of the AOCS and the untriggered thermal
crosstalk from frame events, the excess broadening at MnKα
averaged over all main array pixels is statistically consistent
with that observed in instrument-level testing. We thus conclude
that within the statistical sensitivity of our measurements, the
on-orbit resolution can be modeled by modifying the preflight
model of resolution using the on-orbit baseline resolution
[shown as the red curve in Fig. 1(a)]. The one exception to this
is the calibration pixel, which has accumulated many more
counts than the main array. The calibration pixel shows both
increased baseline noise and a small but statistically significant
(3σ) increase in the excess broadening from 2.06� 0.10 to
2.41� 0.08 eV at MnKα. The mechanisms responsible for the
increase in excess broadening in the calibration pixel will be
investigated in a future article.26

We intended to operate the pulse shape processor (PSP) in
“forced mid-res mode,” where all hi-res and mid-res triggered
events would be processed with a short pulse template appro-
priate for mid-res events, allowing calibration of mid-res event
gain and energy resolution without having to choose a source
count rate that would generate a high fraction of true mid-res
events, and also giving a measurement of the mid-res baseline
energy resolution. Since this experiment was not completed
before the end of mission operations, we instead analyzed the
small number of mid-res events accumulated in the 55Fe expo-
sure. We found that the mean resolution was slightly higher than
in instrument-level testing, just as for hi-res events. We assumed
that the excess broadening for mid-res events was the same in
flight as in instrument-level testing, as we found for hi-res events.

For the sake of brevity, in this paragraph, all discussion
implicitly pertains to mid-res events. Since we had no on-orbit
measurement of the baseline energy resolution, we subtracted

the mean excess broadening (averaged over all pixels) at
5.9 keV that was measured in preflight calibration from the
mean energy resolution measured in in-flight at 5.9 keV to
obtain an estimate of the mean baseline energy resolution

EQ-TARGET;temp:intralink-;e003;326;454R2
b;o ¼ R2

o −R2
e;g; (3)

where the subscript b refers to baseline resolution, e refers to
excess broadening, g refers to ground calibration measurements
based on data from instrument-level tests at Tsukuba Space
Center (TKSC), and o refers to on-orbit measurements. We then
took the ratio of the estimated in-flight mean baseline energy
resolution to the preflight value to estimate the typical degrada-
tion in the baseline resolution, and we used this ratio to rescale
the preflight baseline resolution as an estimate of the on-orbit
baseline resolution

EQ-TARGET;temp:intralink-;e004;326;324Rb;o ¼ Rb;g
Rb;o

Rb;g
: (4)

Finally, we computed a new estimated energy resolution as
a function of energy using the preflight excess broadening

EQ-TARGET;temp:intralink-;e005;326;257R2
o ¼ R2

b;o þR2
e;g: (5)

The calibration of low-res events can be accomplished using
the low-res pulse height of any events, which is telemetered for
all event grades. We, thus, analyzed the low-res pulse heights of
hi-res events in the 55Fe filter wheel exposure to measure the
energy resolution at MnKα. We then used these measurements
to scale up the preflight model of the low-res energy resolution,
under the assumption that the excess broadening was identical,
and that the energy resolution atMnKα increased due to a larger
baseline resolution.

3 Gain Scale
The SXS pulse height–energy relation (or gain scale) is crucial
in allowing accurate absolute measurements of photon energy.
Because the SXS sensors are extremely sensitive thermometers,

Fig. 1 (a) The black square points and black solid line show the measurements and model from
instrument-level testing at TKSC for the energy resolution as a function of energy for hi-res events
on pixel 29. The red circle points show the on-orbit measurements using the 55Fe filter wheel source,
and the red dashed line shows a model derived from the instrument-level tests modified by the larger
baseline resolution experienced in flight. (b) Comparison of the energy resolution at 5.9 keV for hi-res
events (triangles: point right, TKSC; point left, on-orbit), baseline resolution (circles, TKSC; stars,
on-orbit), and excess broadening at 5.9 keV (squares, TKSC; stars, on-orbit) predicted from the model
derived from instrument-level testing (black) at TKSC, and measured on-orbit using the 55Fe filter wheel
source exposure (red). Note that pixel 12 is the calibration pixel.
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the gain scale is very sensitive to the SXS thermal environment.
Differential thermal loads between the SXS pixels and the adia-
batic demagnetization refrigerator (ADR) control thermometer
can lead to substantial gain drift even while nominally control-
ling the instrument at a constant temperature, and differential
thermal loads among pixels can result in differential relative
gain drift among pixels.

An extensive campaign of ground calibration created a solid
foundation for understanding and measuring gain scales and
gain drift in the SXS.18,32 We found that the gain scale for a
given stable set of conditions can be well fit with a fourth-order
polynomial. We also found that although the polynomial would
be different for a different set of thermal conditions, essentially
all variation in gain scale can be treated as a variation in the
effective temperature of the sensor, which is biased to operate
at ∼10 mK above the 50-mK stage control thermometer. By
measuring gain curves at discrete temperature setpoints on the
ADR control thermometer while maintaining constant thermal
boundary conditions at the other thermal interfaces, we are able
to map the change in shape of the gain curve as a function of
control temperature. (The most important thermal interfaces
affecting the detector effective temperature are the He tank
and the inner vapor cooled shield. The SXS cryogenic design is
discussed by Fujimoto et al.12.) We can then interpolate these
gain curves for any control temperature setpoint within the
range we sampled. When the thermal boundary conditions
change, we can measure the gain offset at a single fiducial
energy and use this to find an effective temperature (and accom-
panying gain curve) corresponding to the equivalent control
thermometer temperature for the thermal boundary conditions
under which the reference gain curves were measured.

The SXS in-flight calibration plan envisioned a threefold
approach to measuring and validating the gain scale and mon-
itoring the gain drift. First, a calibration pixel is located outside
the instrument field of view and is illuminated by an always-on
collimated 55Fe radioactive x-ray source. This allows for con-
tinuous monitoring of short-term gain drift, where all pixels
are expected to drift in parallel. Second, onboard x-ray sources
are available to illuminate the whole SXS array with photons of
known energy. These sources include an 55Fe source mounted

on the SXS filter wheel, four MXSs, electron impact sources
using fast photocathodes modulated with UV photodiodes.
Third, a number of celestial sources featuring emission lines
with known energies were planned to be observed, allowing
validation of the gain scale across the SXS science band.

Because of the untimely loss of the mission, the SXS gain
was not fully validated as planned. Furthermore, the observa-
tions of the Perseus cluster during the commissioning phase of
the instrument needed to be calibrated as well as possible in
order to extract the maximum possible science. Because these
observations occurred without contemporaneous full-array gain
drift monitoring, accurate calibration of the gain scale required
the development of techniques beyond what was intended for
standard operation of the SXS.

In Fig. 2(a), we show the calibration pixel gain with respect
to the fiducial gain measured in ground calibration as a function
of time, together with the He tank temperature. The calibration
pixel gain qualitatively tracks the overall trends in the He
tank temperature. Other SXS dewar internal temperatures
(not shown) correlate to a lesser degree with the gain drift on
the calibration pixel and other pixels.

The main array pixels show a qualitatively similar drift to the
calibration pixel. We thus measure the calibration pixel gain and
remove this “common-mode” gain drift from the whole array as
a linear stretch correction applied to the ground calibration
curves. Minor modifications to this procedure were adopted in
the final pipeline processing for observations beginning with
Perseus Obs 3. These changes will be motivated and explained
by Eckart et al.27 Figure 2(b) shows a scatter plot of event
energies in the Fe XXV complex for observations of the Perseus
cluster using a single pixel after applying this correction based
on the calibration pixel. Significant gain drift is still visible, both
between the observations, which are separated by 6 days, and
even within the observations, especially the earlier one, when
dewar internal interface temperatures are more rapidly drifting.
We term the residual gain drift as “differential” gain drift, both
because it is differential relative to the calibration pixel but also
between the different pixels of the main array.

We can quantify the differential gain drift for a given pixel at
any point by fitting an empirical model composed of a series of

Fig. 2 (a) Gain variation measured with the calibration pixel compared with the He tank temperature.
The calibration pixel gain is with respect to reference measurements in instrument-level calibration
with a calorimeter thermal sink (CTS) control temperature of 50 mK. (b) Single pixel scatter plot of
events recorded in two observations of the Perseus cluster showing photon energy as a function of time.
The blue points show the energies calculated using the gain scale derived during ground calibration,
uncorrected for any drift, while the red points show the energies after correction for the calibration
pixel gain drift. Residual drift is still present, and the absolute energy scale is not fully uncalibrated.
The data shown correspond to observations 2 and 3 in panel (a).
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Gaussian lines to the Fe XXV complex. The number of time slices
for which the differential gain drift can be measured is limited
by the statistical quality of the data. In Fig. 3(a), we show
an example of fitting an empirical model to laboratory data33

acquired with a calorimeter34 at the Lawrence Livermore
National Laboratory (LLNL) Electron Beam Ion Trap (EBIT)
facility.35–39 This laboratory spectrum is very similar to the
Fe K spectrum observed in Perseus. In Fig. 3(b), we show the
same type of model being fit to data from a time slice of a single
pixel in the observations of Perseus, resulting in a measurement
of the differential gain drift for that pixel and time slice.

In Fig. 4(a), we show the results of fitting four time slices
from two Perseus observations for three representative pixels
in the main array. Both of the observations had the same aim-
point, and during each observation, the pointing was stable to
a fraction of a pixel; therefore, each pixel measures a constant
spectrum over these two observations, and the data can be used
to track differential gain drift. We plot these measurements as
a function of the calibration pixel gain drift and fit them with
a linear function. This reflects the reasonable but significant
assumption that the common mode and differential gain drift
have a related origin (although not necessarily a common

Fig. 3 (a) Empirical fit to calorimeter spectrum of laboratory plasma created at LLNL EBIT facility using
a series of Gaussian lines. (b) Similar empirical fit to time slice of single pixel spectrum of Perseus. This
method can be used to measure the residual differential gain drift for each pixel as a function of time.

Fig. 4 (a) Residual differential gain drift for three representative pixels (30, 31, and 32) measured with fits
to the Fe XXV spectrum of Perseus cluster in observations 2 and 3, each subdivided into early and late
parts, plotted as a function of calibration pixel gain, which is used as a proxy for distance from thermal
equilibrium. Data for all 35 array pixels (of which only three are shown) are fit to obtain the slope, which
describes the relative differential gain drift as a function of calibration pixel gain drift. Note that the y -axis
is a “relative” differential gain drift and does not include information from the 55Fe fiducial measurement
shown in Fig. 5. (b) Pixel map of slopes (energy offset per change in calibration pixel gain) obtained from
the fits in panel (a). The central pixels show steeper slopes, while edge and corner pixels show shallower
slopes. The residual differential gain term arises because the common-mode term in the gain is partially
cancelled by a correlated radiative load; the central pixels show the strongest differential effect with
respect to the calibration pixel gain because they have the weakest radiative load, while the calibration
pixel has the strongest radiative load. The integers in the centers of pixels are the pixel numbers, which
are arbitrary with respect to position in the array; however, the map does depict the true orientation of
the pixels and their gain offsets.
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mechanism). The slope for each pixel gives the magnitude of the
differential sensitivity of each pixel. In Fig. 4(b), we show a map
of this differential sensitivity. The pattern of sensitivity shows
that the gain changes in the innermost pixels are more different
from the calibration pixel than the outer ring of pixels.

A difference in behavior between inner and outer pixels
arises in differential loading from microwave radiation resonat-
ing in the CTS cavity, since the HgTe x-ray absorbers of the
inner pixels are most shielded from absorption of microwave
radiation due to their proximity to four neighboring absorbers;
the edge and corner pixels are less shielded, with two or
three neighbors; and the calibration pixel is the least shielded,
with one neighbor. (The neighbor of the calibration pixel is
an unwired alternate calibration pixel.) The radiative loading
elevates the true temperature of the pixels with respect to the
heat sink, and this effect is strongest in the earliest part of
the mission and decreases as the dewar shields cool. In contrast,
the common heat sink for all the pixels is depressed during the
early parts of the mission because the conductive heat load from
the helium tank onto the CTS control thermometer is greater.
Thus, these two effects partially cancel in all pixels as the
dewar cools, with the common-mode term dominating. The par-
tial cancellation is strongest in the calibration pixel, and it thus
shows the smallest gain variations. When the calibration pixel
gain is used to correct the array pixel gains, it is an undercor-
rection, and the magnitude of the undercorrection is largest
for the inner pixels, which experience the smallest radiative
load and, thus, have the smallest cancellation of the common-
mode term by the radiative term.

The slopes derived from the fits, as shown in Fig. 4(a), show
the relative differential gain drift per pixel as a function of cal-
ibration pixel gain, but because the mean centroid per pixel of
the Perseus spectrum is not known a priori, it cannot provide an
absolute energy scale calibration. In other words, this figure
allows us to measure the slope but not the intercept of the differ-
ential gain drift. The filter wheel was rotated to illuminate the
full array with a radioactive 55Fe source after all of the Perseus
observations were completed, around the time that the SXS

dewar was coming into thermal equilibrium. This measurement
of a line at a known energy allows us to fix the intercept of the
linear functions as shown in Fig. 4(a) at the green line, which
indicates the calibration pixel gain shift at the time of the 55Fe
filter wheel experiment. Figure 5(a) shows the MnKα spectra
from each pixel after correcting for the calibration pixel gain
drift. Figure 5(b) shows the composite MnKα spectrum after
applying the offsets derived from this experiment.

In Fig. 6, we show the stacked spectrum from coadding
all pixels in two observations of the Perseus cluster. The event
energies have been corrected using the method described above.
The broadening is slightly larger in the earlier observation than
in the later one because of greater uncertainty in the extrapola-
tion of the differential gain drift correction from the fiducial
55Fe experiment, which occurred only a short time after the later
observation.

In summary, our gain correction method implements the fol-
lowing steps: (1) we apply the ground gain calibration curves to
every pixel to obtain a preliminary energy from the telemetered
pulse heights, (2) we apply a time-dependent linear gain correc-
tion to all pixels (the “common-mode” correction), and (3) we
apply a second time-dependent linear gain correction to each
pixel, this time on a per-pixel basis (the “differential-mode” cor-
rection), based on the apparent relative drift rates of the fiducial
lines on the array and on the cal pixel.

We note that the differential gain drift method described
here is essentially the same as that used to measure the bulk
velocity field in the Perseus cluster, as reported by the Hitomi
collaboration (2016).40 The turbulent velocity measurements
reported in that article were performed using a different method,
in which the drift for each pixel was corrected relative only to
itself, destroying the bulk velocity information, but preserving
the broadening.

In pipeline processing, this differential gain drift method was
implemented in the task sxsperseus, which was used for
data from observations 1 and 2. Observations 3 and 4 were
much closer to thermal equilibrium, and thus, the standard gain
scale software task was used.

Fig. 5 (a) Waterfall diagram showing gain offset for each pixel after correction for the calibration pixel
offset. Measurement of the offsets fixes the absolute offset of the gain scale at a single point in time and
can be used to fix the intercept of the linear fits in Fig. 4(a). (b) Composite 55Fe spectrum after correcting
for the differential offset between pixels.
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4 Effective Area
The instrument effective area contains contributions from
the telescope (including thermal shield transmission), as well
as the detector quantum efficiency and fill factor, and the
dewar internal blocking filters. These quantities were all cali-
brated on the ground and are discussed in detail in several
papers.18,19,21–25,41

The dewar gate valve was kept closed to protect the dewar
internal filters from potential contamination by outgassing
material. This gate valve consists of a nominally 300-μm-thick
beryllium window covered by a 0.2-mm-thick stainless steel
mesh with 71% open fraction.

Because of the early termination of mission operations, all of
the observations were conducted before the gate valve was
opened. Furthermore, because the early observations were
intended to evaluate the instrument and observatory capabilities
and not to perform key science observations, the transmission of
the gate valve was not directly measured preflight but was
instead estimated using the midpoint of the manufacturer’s
quoted measurement of the beryllium thickness of 274 to
290 μm.42

To extract the maximum science output from the limited
number of observations performed, a better estimate of the
beryllium window thickness is required. We estimated the win-
dow thickness in two ways: first, we fit the observed spectra of
two bright astrophysical continuum sources, and second, we
measured the x-ray transmission of the flight spare gate-valve
beryllium window using a beamline at the SPring8 synchrotron.
The flight spare window is expected to be identical to the flight
window.

We jointly modeled the observed spectra of two bright con-
tinuum sources, the Crab nebula and G21.5-0.9, using a model
with beryllium thickness as a free parameter. The derived thick-
ness is 270� 10 μm (statistical). We estimate that a 10-μm
systematic error may be introduced by our ad-hoc method of
modeling the electron loss continuum in this procedure.

The SPring8 measurements are reported by Hoshino et al.43

The best-fit beryllium thickness is 261.86� 0.01 μm. Edges

due to contaminants are detected and included in the model;
these include Ni, Fe, Cu, Mn, and Cr. Other weak edge-like fea-
tures were also detected, which are interpreted as being due to
Bragg diffraction from polycrystalline beryllium.

The synchrotron measurements of the spare beryllium win-
dow are much more precise than the modeling of the window
thickness from spectra of astrophysical calibration targets.
Therefore, we adopt a model based on the synchrotron measure-
ments in our final calibration data file for the gate-valve
beryllium window.18 The good agreement of the astrophysical
calibration spectral fits with the laboratory measurements vali-
dates the model to the extent possible.

Because of the presence of the SXS gate valve in all obser-
vations, the validity of the gate-valve-open effective area model
at low energies could not be tested in flight. The verification of
the high-energy effective area model will be discussed in
a future article.

5 Timing
For each event, the photon arrival time is calculated from the
event trigger time or pulse derivative maximum time. How-
ever, the method of determination of the trigger and derivative
maximum times is different among event grades, leading to
systematic differences that must be calibrated.

The preflight modeling of the pulse timing assumed a time
assignment of the form6

EQ-TARGET;temp:intralink-;e006;326;201

SAMPLECNT ¼ SAMPLECNTTRIG − a
RISE_TIME

4

− bDERIV_MAX − c : (6)

In the above equation, SAMPLECNTTRIG is the photon arrival
time calculated by the PSP, while SAMPLECNT is the cor-
rected, “true” photon arrival time calculated in postprocessing
on the ground. RISE_TIME is the event rise time calculated by
the PSP, and DERIV_MAX is the pulse derivative maximum
time calculated by the PSP. The parameters a, b, and c are

Fig. 6 Stacked spectrum from all pixels in observations 2(a) and 3(b) of Perseus after differential gain
drift correction is applied. The broadening in each spectrum is dominated by the source linewidth (which
includes the bulk velocity shear across the field of view), and it is expected to be the same for each
observation. Observation 2 is slightly broader because of greater uncertainty in the extrapolation of
the differential gain drift correction to earlier times in the mission. The 1σ statistical uncertainty on
each measurement is 0.15 eV.
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defined for each event grade grouping: hi-res, mid-res, and low-
res, respectively.

In preflight modeling,44 a and bwere not expected to be large
and were, thus, assumed to be zero for all pixels and event
grades. c was found to be 1.625 for hi-res and mid-res graded
events on pixel 26, and zero for hi-res and mid-res graded events
on all other pixels. The difference in c for pixel 26 is because it
had a higher trigger threshold setting when its pulse template
was created due to ringing behavior,6 resulting in a shifted event
trigger time. For low-res graded events, c was found to be
11.625.

The timing of the events was evaluated using an observation
of the Crab nebula. Its pulse profile is shown in Fig. 7(a). The
folding parameters (P, _P, and T0) were calculated using a simul-
taneous radio observation.45

Because RISE_TIME and DERIV_MAX are correlated, and
the distribution of RISE_TIME relative to DERIV_MAX is nar-
row, a was kept at zero, and b and c were evaluated as follows.

For each event grade grouping (hi-res, mid-res, and low-res),
events were split into three DERIV_MAX bins (100 to 2600,
2600 to 5100, and 5100 to 7600). For each DERIV_MAX
bin, a folded light curve was constructed, and the first pulse
peak was fit with a Gaussian model to find the timing centroid.
The b coefficient was evaluated by performing a linear fit to the
relative time shift as a function of DERIV_MAX. The b coef-
ficient is small for all event grades, and the statistical constraints
on it are not strong.

After correcting the event time with the b coefficient, correc-
tions to the c coefficients were evaluated by fitting the first pulse
peak for each event grouping (hi-res, mid-res, and low-res) and
comparing the best-fit peak centroid to that predicted using a
contemporary high precision radio ephemeris45 together with
the 3- to 20-keV x-ray phase lag relative to the radio peak mea-
sured by Molkov et al.46 The results of this procedure are shown
in Fig. 7(b). The relative event-to-event timing is validated at the
20-μs level, while the absolute timing accuracy is estimated to
be at the 100-μs level, with contributions from systematic uncer-
tainty in the radio ephemeris by Molkov et al.,46 as well as stat-
istical and systematic uncertainties in the radio ephemeris by

Terada et al.45 We note that the relative pixel-to-pixel timing
accuracy is independently confirmed with a similar level of
precision by studies of coincident events due to cosmic rays in
the pixels and anticoincidence detector.

6 Summary
Although the SXS was not able to finish the full planned suite of
in-flight calibration measurements, its expected performance
was confirmed. The array-averaged energy resolution was better
than 5-eV full width at half maximum at 5.9 keV despite mod-
erate electrical interference from the AOCS. The energy scale
was reconstructed to high accuracy for early observations of
the Perseus cluster performed during the SXS commissioning
phase, even in the absence of regular measurements of calibra-
tion fiducials, allowing a measurement of the bulk velocity
field in Perseus.40 The outstanding performance of the SXS
combined with the high quality of the calibration achieved
even in a very limited campaign is a strong indication of the
promise of x-ray calorimeter spectrometer technology for future
x-ray observatories.
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