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Abstract. Fluorescence microendoscopy can potentially be a powerful modality in minimally invasive percutane-
ous intervention for cancer diagnosis because it has an exceptional ability to provide micron-scale resolution
images in tissues inaccessible to traditional microscopy. After targeting the tumor with guidance by macroscopic
images such as computed tomorgraphy or magnetic resonance imaging, fluorescence microendoscopy can help
select the biopsy spots or perform an on-site molecular imaging diagnosis. However, one challenge of this tech-
nique for percutaneous lung intervention is that the respiratory and hemokinesis motion often renders instability of
the sequential image visualization and results in inaccurate quantitative measurement. Motion correction on such
serial microscopy image sequences is, therefore, an important post-processing step. We propose a nonlinear motion
compensation algorithm using a cubature Kalman filter (NMC-CKF) to correct these periodic spatial and intensity
changes, and validate the algorithm using preclinical imaging experiments. The algorithm integrates a longitudinal
nonlinear system model using the CKF in the serial image registration algorithm for robust estimation of the longi-
tudinal movements. Experiments were carried out using simulated and real microendoscopy videos captured from
the CellVizio 660 system in rabbit VX2 cancer intervention. The results show that the NMC-CKF algorithm yields
more robust and accurate alignment results. © 2013 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.JBO.18.1
.016008]
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1 Introduction cancer, particularly for small tumors. Image-guided microendo-
scopy, therefore, can accurately target small early stage tumors,
detect the existence of cancerous tissues at microscopic resolu-
tion, and help select biopsy spots to perform on-site diagnosis.
To detect cancerous tissues with fluorescence microendoscopy,
various contrast agents can be used. One example is that, by
injecting the fluorescent dye IntegriSense 680 (PerkinElmer,
Inc., Waltham, Massachusetts) to label a, 35 integrin, cancerous
tissues can be highlighted and detected by the microendoscopy
system.!”

In vivo fluorescent microendoscopy images are often affected
by respiratory and hemokinesis motion, resulting in unstable
visualization and quantitative measurement of the contrast
agent expression, even when the interventional probe is immo-
bilized."" For example, in lung cancer intervention, after the
fiber-optic needle tip is successfully guided into the tumor,
the microendoscopy image sequences will demonstrate periodic
fluctuation induced by respiratory and heart systole.!?
Therefore, motion correction on the microendoscopy image
sequence clips helps improve the visualization and quantifica-
tion of tissue characteristics. Such motion correction or
image registration among sequential images or a stack of images
is a common post-processing task in other in vivo microscopic
image acquisitions. Thus, in this paper, we focus on developing
a motion correction algorithm for serial microscopic image

Confocal fluorescence microendoscopy with molecular labeling
plays an important role in analyzing cellular morphometry and
activity at the molecular level for specimen investigation.
Compared to traditional and intravital microscopy, confocal
fluorescence microendoscopy can assess deep tissues in vivo by
using a fiber-optic probe while providing microscopic-level res-
olution. In this way, it is possible to access internal organs with
minimally invasive intervention techniques. In animal-based
cancer research, this technology enables researchers to detect
cancerous tissues, to discern the expression of specific genes
using different auxiliary dyes, and to observe tumor growth and
treatment responses. It can also be applied to studying sarco-
meres, synapses, and glial cell activities in vivo.'™

In lung cancer applications, in vivo detection of fluorescence-
labeled tumor cells coupled with image-guided intervention
have added new dimensions for on-site peripheral lung cancer
diagnosis*” due to its extraordinary ability of providing
micron-scale resolution images in tissues inaccessible to light
microscopy.®® In clinical applications, traditional computed
tomography (CT) appears to result in high false positive rates,
and further biopsy is often necessary to confirm suspected
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sequences to compensate for periodic spatial deformation and
intensity changes.

In the literature, many image computing methods'*~'7 are
proposed to alleviate the effect of periodical respiratory motion
disturbance presented in microendoscopy videos. Global or
local serial image alignment, also known as image registration,
aims to determine the transformation with proper constraints by
optimizing image similarity measures such as cross-correlation,
mutual information, or squared intensity differences. In the
meantime, geometric transformations such as scaling, affine,
and elastic deformations are adopted to model the longitudinal
movement across the microendoscopy video. In 2009, for exam-
ple, Greenberg and Kerr'® proposed an algorithm based on the
Lucas-Kanade algorithm. The approach estimates the line-by-
line offsets by minimizing the squared intensity difference
between each line in the reference frame and the corresponding
line in its subsequent frames using the gradient descent method.
A hidden Markov model (HMM)-based algorithm was also pro-
posed to employ a smoothness constraint on the offsets of tem-
porally corresponding lines for motion tracking.'*'® However,
these methods correct the motion disturbance line by line, an
approach suitable only for line-based, laser scanning, intra-
vital microscopy. An alternative method is to eliminate the unde-
sired movement of the microendoscopy probe during imaging.
Huang et al.'” investigated a motion-compensated, fiber-optic
confocal microscope system for Fourier domain common-
path optical coherence tomography (CP-OCT). They employed
peak detection of a 1-D A-scan data of CP-OCT to monitor the
distance deviation from the focal plane and then used a linear
motor to drive the confocal microscope probe into a predeter-
mined limit. Unfortunately, even though this method focuses
on eliminating the unwanted probe movement, it cannot anno-
tate the complexity of the nonlinear motion within microendo-
scopy videos.

In order to quantitatively analyze and precisely measure the
fluorescence signals in microendoscopy videos for peripheral
lung tumor diagnosis at the molecular level,**?' we propose
a nonlinear motion compensation algorithm using a cubature
Kalman filter (NMC-CKF) which aims to correct the periodic
respiratory motion. A longitudinal nonlinear system model
using CKF is adopted to improve the temporal stability of the
motion signals. The temporal motion can be restored by itera-
tively estimating the temporal transformations and applying
CKEF filtering to these transformations. Compared to the meth-
ods that only register the subsequent frames with the reference
image, the NMC-CKF algorithm can generate more accurate
registration results because it simulates the innate nonlinear
property of the microendoscopy videos.

Using animal imaging data, two sets of experiments were
carried out to evaluate the performance of the proposed NMC-
CKF algorithm. The first experiment validated the algorithm
with simulated microscopy image sequences by recovering the
longitudinal transformations and comparing them with the
ground truth. We compared the performance of the algorithm
using three different image similarity measures with and without
the CKEF filtering. The results showed that the NMC-CKF using
normalized mutual information (NMI) yielded more accurate
estimation of the simulated transformations. The second set
of the experiments applied the proposed algorithm to real micro-
endoscopy image sequences collected by the CellVizio 660
system during our rabbit lung intervention experiments. The
NMC-CKF algorithm with NMI image similarity measure
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and the NMI-based motion correction without CKF were com-
pared. The results demonstrated that our algorithm yielded
smaller image intensity differences after motion correction.

The remainder of this paper is organized as follows: Sec. 2
introduces the proposed NMC-CKF algorithm. Section 3
presents the experimental results. Finally, Sec. 4 summarizes
and concludes our study.

2 Methods

2.1 Need for Microendoscopy Motion Compensation
in Intervention

Serial microscopic images captured during confocal fluores-
cence microendoscopy for in vivo applications are subject to
spatial shifts, nonlinear deformations, and intensity changes due
to respiratory and hemokinesis motions. Therefore, as a post-
processing step, it is necessary to perform sequential image
alignments for improved visualization and quantitative analysis.
In our recently developed, minimally invasive, image-guided
system’ for guiding percutaneous lung intervention, we
observed such motion from the microendoscopy image sequen-
ces. Figure 1(a) shows the system, while Fig. 1(b) demonstrates
that after successfully targeting the lesion, the needle inside the
cannula can be replaced with the CellVizio 660 fiber-optic
microendoscopy probe, and the fluorescence images are cap-
tured for cancerous assessment. The workflow of the system
has previously been described.’ In order to perform on-site diag-
nosis of lung cancer, the IntegriSense 680 fluorescent contrast
agent is used to label a,f; integrin expressed in malignant
cancer cells, and fiber-optic microendoscopy is performed to
capture the IntegriSense expression with real-time video. In
this way, the tumor and normal tissue information on the tip
of the fiber-optic probe can be captured. Figure 1(b) illustrates
fiber-optic microendoscopy during intervention. The diameter
of the fiber-optic probe is 1 mm and can be easily used to visu-
alize the tissue through the cannula. Unfortunately, because of
respiratory and hemokinesis motion, the morphology and inten-
sities of the image sequences are subject to change, which in
turn affects quantitative analysis of the microendoscopy video
for automatic tumor detection. Therefore, the goal of this
study is to develop an effective motion compensation for micro-
endoscopy image sequences.

2.2 Traditional Image Similarity-Based Registration

Denoting the microendoscopy image sequence as I = {I|,
I, ..., Iy}, where N is the number of frames, image similar-
ity-based motion compensation recovers the longitudinal trans-
formations by minimizing the frame-to-frame differences. The
image similarity measure is denoted as SIM(H, I, 1,,),
where H, » I, is the transformed frame ¢ to 7 + 1 using transfor-
mation H,.So, H = {H, H,, ..., Hy_;} stands for serial trans-
formations. Based on applications, the similarity measure can be
least squares (LS), cross-correlation (CroC), NMI, or others.
The goal of the registration is to find the optimal longitudinal
transformations H by maximizing image similarity across the
image sequence:
| N
E\(H) = m;[SIth o1y 1)), )
For our purpose, the transformation H, can be represented by
a5-D vector h, = [hy, ..., hs]T, consisting of translations in the
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(a)

Optical imaging by
fiber-optic microendoscopy

Needle Cannula

(b)

Fig. 1 The intervention system and on-the-spot optical microendoscopy. (a) (1) the intervention system; (2) needle puncturing the rabbit lung;
(3) CellVizio 660 fiber-optic microendoscopy probe. (b) A cannula with needle is first placed to target the tumor using image guidance and then
replaced by a fiber-optic probe for in vivo microendoscopy to obtain high-resolution optical imaging data.

x- and y-directions, rotation, and scaling, as well as the image
intensity scaling between two image frames. The problem with
using this traditional method is that the serial alignment param-
eters obtained from the image sequence are independent at dif-
ferent points in time and might be temporally unstable because
there is no longitudinal information applied in the motion cor-
rection method. In this work, we proposed to incorporate the
CKF model for more robust estimation of the longitudinal
transformations.

2.3 NMC-CKF Algorithm

In order to improve the temporal stability and accuracy of
motion compensation, we propose the NMC-CKF algorithm.
In this algorithm, the longitudinal transformation is regularized
by both image similarity measures and a nonlinear system.
Because the longitudinal transformations are subject to the con-
straints of the nonlinear system, the resultant longitudinal trans-
formations are more robust and accurate compared to the frame-
to-frame image registration. Figure 2 shows the flowchart of the
proposed algorithm, and each step will be detailed next.

2.3.1 Incorporating the nonlinear system model in

longitudinal transformations

In order to model H, the longitudinal transformations obtained
from image registration, we adopted a nonlinear system model.
From the systems point of view, H can be regarded as the output
of a nonlinear system, whose states are the actual temporal trans-
formations to be estimated. The system can be described as
follows:

{Mt+1 = (M uppy) + ey )
H  =gMq1)+w ’
t+1 = G My +1
where M represents the system’s state, u is the system’s input,
n € N(0, Q) denotes the input noise, w € N(0, R) stands for the
measurement noise, and f(-) is the nonlinear system function.*?
The system output function g(-) is assumed to be identity trans-
formation, and the input signal u is assumed to be zero.
Therefore, H can be considered to be an observation or the
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microendoscopy {—- Given the current M, serial alignment

video estimate H parameters M
using CKF
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Fig. 2 The NMC-CKF flowchart. Given the input microendoscopy
video, the NMC-CKEF algorithm aligns the video by estimating the longi-
tudinal transformations (H) and the actual motion vectors (M) iteratively.
Finally, a deformable motion correction method is applied to fine-tune
the nonlinear deformation across the video sequences.

nonlinear system’s output, and M represents the actual motion
vectors to be estimated. By combining such a nonlinear system
with the similarity measurement-based image registration [in
Eq. (1)], the motion compensation problem can be formulated
by minimizing the following energy function:

N-1

1
Ey =7 D SIM(H, o I, 1,.1) + ol H, = g(M,)[°).
=1

N

3

We hypothesize that M is the underlying longitudinal trans-
formations that are more robust and accurate than H because H
may fluctuate if they are solved directly by using image regis-
tration. In the first term of Eq. (3), the image similarity is evalu-
ated using a similarity measure. According to the second term,
the longitudinal transformation H, is subject to a regularization
of the nonlinear system. This energy function can be iteratively
minimized: first, assuming that M is known, minimizing the
similarity value leads to the transformation matrix H, while
making sure that H is similar to g(M). Then, assuming that H
is known, the nonlinear system’s state M can be calculated by
applying the CKF algorithm to the nonlinear system described
in Eq. (2).

Like the extended Kalman filter (EKF), CKF is a minimum
mean-square error (MMSE) estimator specially designed for
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nonlinear systems. The difference between them is that CKF
uses the spherical-radial rule?® and makes it possible to numeri-
cally calculate the variability of system’s states, thereby simpli-
fying the calculation of their covariance matrices. Hence, the
advantage of CKF over EKF is that there is no calculation of
the Jacobian and Hessian matrices of the system’s states.

According to CKEF, the filtering procedure contains two iter-
ative steps: the predicting and updating steps.?® For initializa-
tion, H obtained by minimizing Eq. (1) are regarded as the
initial values of M, and AA/I,‘t(t = 1) can be initialized as the
mean of M across the time sequence. Then, the QR decompo-
sition is used to factorize the covariance matrix P, of M; i.e.,
Py = R,‘,Rgr, for ¢ = 1. The major steps for the NMC-CKF
algorithm are summarized as follows.

a. Predicting the covariance matrix of the system states
from t to 41

1. Calculate the cubature points {; (i = 1,2,...,m) at
time ¢ by using

Ci,t\t = Rt\t‘fi + Mt\z’ )

where m is the number of cubature points and is deter-
mined by the number of images N [ie., m =
2IN=1)], &=—-/3 for i=135..,m-1I
\/E, fori = 2,4,6,...,m. It can be seen that the cuba-
ture points (; |, reflect the variability of M.

2. Propagating the cubature points from time 7 to ¢ 4 1
lie., &y, = f(Ciy)ls (i=1,2,...,m) can be esti-
mated by using a linear prediction, and the predicted
state M ++1|: can be calculated as the mean of the propa-
gated cubature points:

m

~ 1 )
Mz+1|r = E E é’zt+1‘t‘ (@)
i=1

3. The covariance matrix of the system’s states at time ¢ +
1 ,Py); , can be predicted as

1 & ~ ~
_ * *T T
P = ZE :Q,z-&-l\t it T Mt+1\th+1\t' (©)
i=1

b. Updating the covariance matrix of the system states
for time ¢t + 1

1. The covariance matrix P, ; can be factorized using
the QR decomposition [i.e., Py, = Rt+1\tRzT+1\t]’
and the cubature points at time ¢ + 1 can be calculated
as §i 1) = Rip1i&i + M4y, similar to Eq. (4). Then,
the system output of the propagated cubature points
can be written as ;.1 = i sp1)s-

2. Estimate the system output by using
N 1 &
Hiyy=—> Wi (7
i=1

3. Calculating the covariance matrix of the system output,
Pyp 1> and the cross-covariance matrix of the sys-
tem states and outputs, Pyg q1):
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A A

m
P _1 : T —H . H
HH 1]t = Vit 1t 1) 41| 1
i=1

and

1 ~ ~
_ T T
Pyn i1 = P E oot Wi e = MesneH e
P

®)

4. Calculate the Kalman gain at time ¢+ 1 using
Wi :PM@,,H‘,P;IIHJHM, and update the system
state using My = My + W (Hipy = Hep),
according to the Kalman feedback rule. Notice that
here, H,,, has already been acquired by minimizing
Eq. 3). H 4 —I:I,+1|, represents the system output
error used to adjust the new system state at time
t + 1 with the Kalman gain matrix W, .

5. The covariance matrix of the system state at time # + 1
can then be updated using

— T
Pt+1\t+1 - Pt+1\r - Wt+1PHH.t+1\IWl+1’ )

which is then factorized again using the QR decompo-
sition. The current time is setto t = ¢ + 1, and the algo-
rithm iterates back to step (a.1) to calculate the new
cubature points at a new point in time until # = N.
Further details of CKF are described in Ref. 23. It is
worth noting that the most important step herein is that
in step (b.4), the new system output H, ; was used
from the proposed serial image registration. In this
way, we can iteratively solve M and H to minimize
the energy function defined in Eq. (3).

2.3.2 Deformable motion correction step

After global motion estimation, a deformable motion correction
is performed to further refine the results. The objective function
of deformable registration is defined as

By = [ I, 1,6+ ¥(0) = a0 + s [V¥() P
(10

H, o I,(x + v(x)) means first applying a global transformation
H, to image I, and then deforming the image using the defor-
mation vector v(x) for each pixel. The second term a; || Vv(x)||?
is a smoothness constraint on the deformation field. This equa-
tion is similar to the Horn-Schunck energy function,?* and the
Euler-Lagrange method can be employed to find the deforma-
tion vector v.

3 Results

The NMC-CKEF algorithm was evaluated using simulated and
real microendoscopy videos. First, the accuracy of the algorithm
was validated by simulating longitudinal transformation param-
eters, including serial translations, rotations, scaling parameters,
and intensity changes, on real frames captured from the
CellVizio system in our rabbit experiments. As for image sim-
ilarity measures, we chose the least-squares (LS), cross-correla-
tion (CroC), and normalized mutual information (NMI), and
compared their performance against the simulated ground
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truth transformations. The results indicated that NMI performed
the best, and in the next experiment with real microendoscopy
videos, the NMI-based algorithm was evaluated. Because the
ground truth of longitudinal transformations was not available
for real videos, squared intensity differences of images before
and after motion compensation were used for evaluation.

3.1 Image Data Preparation

Tumor models using VX2 carcinoma were created for the
experiments. To propagate the cell suspension, 0.5 mL of a sus-
pension of 5 x 107 VX2 tumor cells/mL was first inoculated in
the limb of each white New Zealand rabbit. After the tumor grew
to a desirable size (20 mm) in about two weeks, an additional
cell suspension of 0.5 mL was prepared from it and injected
inside the rabbits’ lungs under CT fluoroscopy guidance.
Each VX2 lung tumor model was assessed with weekly CT
scans until a desirable size of approximately 15 mm was
attained. Using this method, we created VX tumor models on
six rabbits and used them in our experiments.

IntegriSense 680 (250 nmol in 10 mL of saline solution) was
injected through IV prior to collecting the fluorescence micro-
endoscopy images. We first guide the intervention so that the
needle is targeted to the tumor. Then, we captured the microen-
doscopy image sequences as shown in Fig. 1(b). The intensities
of microendoscopy images are color-coded in this paper for
improved visualization (the color does not mean that tumor, nor-
mal tissue, and background are segmented). In another study, we
calculated the intensity distributions and compared them to the
H&E staining images,> and the results indicated that high inten-
sity in our fluorescence images corresponds to the tumor cells.
The mean intensity of a,f;-labeled tissues (1200) was also at
least twice that of the normal tissues (500).° Although it is
well known that quantitative fluorescence responses are variable
across subjects, our results showed that the contrasts between
tumor cells and normal tissues can play an important role in
determining the cancerous response for the fluorescence dye.

Reference frame

3.2 Experiments Using Simulated Image Sequences

In this experiment, 10 simulated microendoscopy sequences
generated from real microendoscopy frames of rabbit experi-
ments were used to validate our algorithm. Because we are com-
pensating for the periodical respiratory movements, sine signals
are adopted for the spatial and intensity changes across the simu-
lated videos. Each sine signal was generated by

hl(t) = da; Sln(b,t‘i‘@l) +Ci’ = 1,...,5. (11)

Here, a;, b;, and ¢; are the amplitude, frequency, and shifting of
the transformation signals, respectively. In the simulation, the
typical amplitude for translation was set to 10 pixels; the rotation
angles are within the range of [-20, +20] deg; the intensity scal-
ing is between 0.95 to 1.05; and the frequency is set between 0.3
and 1 Hz. To simulate more realistic motion, we combined the
transformations generated from sine signals with two different
sets of frequencies and amplitudes coupled with Gaussian
noises. The low frequency may reflect the respiratory move-
ment, and the high frequency (three times faster) can represent
the hemokinesis movement. The amplitude of the former was
five times larger than the latter. After generating the transforma-
tion parameters H, at each point in time, spatially correlated and
smoothed noises were generated to both the offset and the inten-
sity of each pixel. In this way, the simulated images are more
realistic than purely using the sine transformation.

Figure 3 shows some example frames of a simulated image
sequence, where the grayscale images are color-mapped accord-
ing to the intensity values: red corresponds to high intensities
(tumor cells), and the rest of the colors correspond to lower
intensities (normal tissue and background).

To quantitatively evaluate the accuracy of both algorithms,
we calculated the error of transformation between the ground
truth and the alignment results. Given a simulated transforma-
tion H and the corresponding result H , the motion estimation
error can be defined as

Fig. 3 An example of the simulated sequences. (a)-(e) Some simulated frames in the image series.
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A= SH) - A, (12)

x€el

where X is a pixel in the reference image and K is the number of
pixels in the reference image. The estimation error A means the
average of the differences between the new estimated positions
and ground truth.

To perform a fair comparison between the image similarity
measures, the deformable registration step was not used. We
compared the performance of the algorithm using three different
image similarity measures with and without the CKF filtering.
These measures are LS, CroC, and NMI. In summary, the meth-
ods compared are as follows:

Motion compensation (MC) without using CKF [see the
energy function in Eq. (1)]:

1. LS-based MC: using LS as the image similarity
measure.

2. CroC-based MC: using CroC as the image similarity
measure.

3. NMl-based MC: using NMI as the image similarity
measure.

The proposed NMC-CKF with different image sim-
ilarity measures [see the energy function in Eq. (3)]:

4. LS-based NMC-CKF: using LS as the image similarity
measure.

5. CroC-based NMC-CKF: using CroC as the image sim-
ilarity measure.

6. NMI-based NMC-CKF: using NMI as the image sim-
ilarity measure.

We did not use CKEF filtering in the first three sets of experi-
ments, where the goal was to evaluate the performance of CKF
filtering coupled with different image similarity measures.
Figure 4 plots the motion estimation errors calculated between

the reference frames and the consequent frames (after motion
correction) for one simulated image series. It can be seen
that the overall performance using CKF filtering is better
than those that did not use it, and as for different image simi-
larity measures, NMI outperformed others. This may be because
NMI reflects relatively global information, while the other two
methods are vulnerable to image variability among different
frames. These results confirmed that more accurate motion com-
pensation can be obtained using NMC-CKF. Notice that the
periodical changes of the errors shown in Fig. 4 may be caused
by the simulated low-frequency respiratory motion (with a
period of 3.11 seconds or frequency of 0.32 Hz) and the high-
frequency modulation (period of 1.07 s or frequency
of 0.94 Hz).

More experiments were carried out to test the robustness of
the algorithms with respect to the image noises. For this pur-
pose, we changed the standard deviation (STD) of Gaussian
noises in the simulated images from 0.08 to 0.13. Figure 5
shows how well the algorithms can tolerate the addition of
spatially correlated Gaussian noises to the image intensities.
Similar to Fig. 4, we can also conclude that NMC-CKF can
obtain more accurate motion compensation of results in different
noise levels.

We also used these different similarity measures (i.e., LS,
CroC, and NMI) with the NMC-CKF algorithm in the 10 simu-
lated microendoscopy sequences. The error comparison among
these three functions is illustrated in Fig. 6, where the STD of
noise is 0.12. Same as the experimental results shown in Fig. 4,
we did six sets of experiments to determine the best similarity
measure. Figure 6 shows the quantitative average transformation
errors produced by the NMI-based motion compensation (NMI-
based MC) and the NMC-CKEF algorithm using three similarity
measures. From the previous experimental results, the accuracy
using NMlI-based MC is better than using LS-based motion
compensation (LS-based MC), and CroC-based motion com-
pensation (CroC-based MC). Thus, in Fig. 6, we did not show
the results using LS-based MC and CroC-based MC. The

-+ Without compensation

-%- L.S-based MC

-#-- CroC-based MC

9 i -& NMI-based MC

LS-based NMC-CKF (Global only)
CroC-based NMC-CKF (Global only)

10 {

8 [1-e~ NMI-based NMC-CKF (Global only)

Error (um)

Times (seconds)

Fig. 4 Comparison of motion compensation errors using different methods for simulated microendoscopy sequences.
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-+= Without compensation
-%=- LS-based MC
8 [| =*= CroC-based MC

E |- NMI-based MC
et LS-based NMC-CKF (Global only) o
L% 7 I|=— CroC-based NMC-CKF (Global only) P T
o —=— NMI-based NMC-CKF (Globalonly) | [ ceee- -
S| T e
3 6l .
5
g,
g
O Sk i
o
.2
k]
= 41 |
g
=
3 i
2 | | | |

| |
0.08 0.09 0.1

0.11 0.12 0.13

STD of noise

Fig. 5 Average and STD of motion compensation errors for the whole image sequence, with different noise levels.

experimental results in Fig. 6 show that the NMI-based NMC-
CKF method obtained the best accuracy after motion compen-
sation. Figure 7 illustrates an example of the alignment results
using NMI-based MC and NMC-CKEF, respectively. The differ-
ence images are also shown in Fig. 7. In this case, the difference
between the reference image and the aligned image after using
NMC-CKEF is smaller than that of NMI-based MC. In addition,
Table 1 summarizes the mean value and STD of average errors
for the 10 simulated image sequences, where the STD of noise
is 0.12. Even though all the algorithms yielded larger motion
compensation errors when the noise level increased, compared
to those of the similarity measure-based registration and
NMC-CKEF algorithm using three similarity measures, NMC-
CKF using NMI generated the smallest motion compensation
eITors.

CroC-based NMC-CKF
= NMI-based NMC-CKF

= NMIMC
® LS-based NMC-CKF

T I kT

T ———

Average Errors (um)

Index

Fig. 6 Average errors (um) for the 10 simulated image sequences (STD
of noise is 0.12).
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3.3 Microendoscopy Video Results

Microendoscopy videos collected from six experiments on rab-
bits were used to test the proposed algorithm. Based on the sim-
ulation results, we utilized NMI as the similarity measure in our
proposed algorithm. For each video, a scene selection method
was first applied to cut it into different video clips so that each
video clip is guaranteed to contain the same tumor information,
and the only variability within each video clip is caused by
motion. Altogether, we used 30 video clips from the experi-
ments to evaluate the performance of the motion compensation
algorithms. For each video clip, a frame with the least-squared
intensity difference to other frames was selected as the reference
frame. Figure 8 shows some results using the NMI-based MC
and NMC-CKF (similarity measure is NMI). The second col-
umn indicates the current frame before registration, the third col-
umn shows the results using NMI-based motion compensation,
and the last column provides the result using NMC-CKF (sim-
ilarity measure is NMI). It can be seen that the proposed NMC-
CKF yielded relatively small alignment errors.

To quantitatively evaluate the motion compensation results,
the mean squared intensity differences between each registered
frame and the reference frame were calculated. Figure 9(a) plots
the results from one video, and Fig. 9(b) shows the mean
squared intensity differences of all 30 video clips. From Fig. 9,
it can be seen that the mean squared differences before motion
compensation is larger than after motion compensation. The
mean values of mean squared differences before motion com-
pensation (blue lines in Fig. 9) for all image sequences are from
500 to 700. After using NMI-based motion compensation (green
lines in Fig. 9), the mean values of mean squared differences for
all image sequences are from 100 to 300. So the mean squared
differences are reduced 60% to 80% between the situation
without motion compensation and the situation after using
NMI-based motion compensation. Then, after the proposed
NMC-CKF method was used in these image sequences (red
lines in Fig. 9), the mean values of mean squared differences
for all image sequences are from 50 to 100. Again, the mean
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Reference frame

1500 |

1000

500

(d) (e) ®

Fig. 7 One example result for the simulated data, where the similarity measure is NMI. (a) The current frame before alignment; (b) the result of align-
ment after using NMl-based registration; (c) the result using NMC-CKF (global only); (d)—(f) are the corresponding differential images between (a)—(c)
and the reference frame.

Table 1 The Mean and STD of Average Errors (um) for the 10 squared differences are reduced 50% to 70% between using
Simulated Image Sequences (STD of noise is 0.12) NMI-based motion compensation and using NMC-CKF motion
compensation. The reduction of standard deviations among
these experimental results can also be used to illustrate the ad-
vantage of our proposed NMC-CKF method. The average value

NMIl-based motion NMC-CKF  NMC-CKF NMC-CKF

correction (LS-based) (CroC-based) (NMl-based) ol ] ) ‘
of standard deviations without motion compensation for all 30
Mean 5.166 4.597 4.204 3.826 data values is around 200. When the NMI-based motion com-
pensation was used, the average value of standard deviations for
STD 0.499 0.287 0.177 0.168 all 30 data values is around 100. After using our NMC-CKF

1600 ¢

1200 ;

800

400

(b)

Reference frame

1500 |
1000

500

(d) (e)

Fig. 8 Sample results for real microscopy videos using NMI-based methods. (a) The result using NMI-based motion correction; (b) the NMC-CKF result;
(c)—(e) the corresponding differential images of the current frame, (a), and (b) to the reference frame, respectively.
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Fig. 9 The improvement of squared intensity differences by NMC-CKF, where the mean squared differences before motion compensation are denoted
as blue lines, the values after using NMI-based motion compensation are denoted as green lines, and the mean squared differences after the proposed
NMC-CKF method was used in these image sequences are denoted as red lines. (a) An example of the improvement for the mean squared difference
using NMC-CKF; and (b) the mean and variance of the mean squared intensity differences for the 30 video clips.

method, the average value of standard deviations for all 30 data
values is reduced to around 30. From these data, it can be seen
that the NMC-CKF method supplies stable and accurate motion
compensation results for the molecular image analysis. In
conclusion, NMC-CKF significantly improved the image inten-
sity differences after motion compensation for all the videos,
while the NMI-based motion compensation yields relatively
large errors. These results illustrated the effectiveness of our
NMC-CKF approach to aligning the microendoscopy image
sequences.

After motion compensation, we can provide relatively stable
image sequences for visualizing the fluorescence tumor
response. Furthermore, quantitative measures such as sequential
image histograms and contrasts between high-intensity tumor
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and low-intensity normal tissues can also be calculated for
tumor detection. Although not a quantitative technique to study
fluorescence response across subjects, the contrast between
high-intensity spots and low-intensity spots of the same subject
plays an important role in determining the cancerous response.
Notice that the field of view of the fiber-optic probe is ~500 um,
and it shows only a very small portion of the tissue. On the other
hand, respiratory motion and heartbeat can be quite large so that
significant changes from one image to the other might happen,
and some parts shown in one image might not be present in the
other. In fact, motion compensation is valid only when the
images contain the same or a large amount of common tissue
information. Our premise is that motion compensation in our
application will be performed only when the probe is targeted
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to a desired area and immobilized to capture the microscopy
images. Therefore, we limit the motion compensation to the
image sequences with similar scenes. Before performing the
algorithm, we cut the video into different clips so that each
video clip can be guaranteed to contain the same tumor infor-
mation, and the only variability within each video clip is caused
by respiratory motion.

4 Conclusion

We proposed a novel motion compensation algorithm, NMC-
CKF, for microendoscopy imaging to enhance the ability to
detect cancer in a minimally invasive, image-guided system.
Different from the traditional image registration methods, the
temporal transformation in the video is modeled using a nonlin-
ear system to increase stability. Compared to the image regis-
tration based on similarity measurement, NMC-CKF obtained
more accurate alignment results in simulated microendoscopy
image sequences. For real microendoscopy videos collected
by the CellVizio system, the results also exhibited better

image similarity after motion correction. These results con- 12.
firmed the advantages of incorporating CKF into serial image
alignment when using optical microendoscopy. 13,
In our future work, we will apply NMC-CKF to our molecu-
lar imaging diagnosis system for lung cancer and study quanti-
tative methods to differentiate between cancer and normal tissue 14.
types. The molecular image analysis component is a crucial
function for the future development of such an intervention sys- 15
tem. The motion compensation study using NMC-CKF is the
prior step of our molecular image analysis. Based on the motion 16.
compensation result, we can easily distinguish the tumor-
contained frame from the whole image sequence. In addition, we
will implement a computerized classification method in order to 17.
detect tumor cells automatically in IntegriSense-based optical
images, such that the pathological studies can be processed
based on the classification results in the future. 18
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