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Abstract. Knowing the thermodynamic phase of a cloud—whether it is composed of spherical
water droplets or polyhedral ice crystals—is critical in remote sensing applications and in climate
studies. Liquid water and ice have different absorptive properties in certain spectral bands
that can be exploited to identify the phase of clouds using ground-based, passive remote sensing.
Our simulations found that ground-based radiance measurements at three spectral channels
(1.55, 1.64, and 1.70 ym) provide improved discrimination when analyzed in three spectral
dimensions as opposed to previous approaches based in two-dimensional parameter space.
Our simulations show that these bands provide good discrimination between liquid-water and
ice clouds when the optical depth is large. We also show measurements from a ground-based
spectrometer confirming the cloud-phase sensing ability of these three channels, with validation
provided by a dual-polarization lidar system. © The Authors. Published by SPIE under a Creative
Commons Attribution 4.0 Unported License. Distribution or reproduction of this work in whole or in part
requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JRS.13.034526]
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1 Introduction

The shape, size, orientation, concentration, and thermodynamic phase of clouds must be known
to understand and predict the way clouds influence Earth’s climate'~'? and affect Earth—space
communication.'*™" The intricacies of how clouds interact with each other and with aerosols can
become very complex, but their basic role is to either cool or heat the planet. The cloud thermo-
dynamic phase (CTP) is not only an important factor in cloud development and evolution, but it
is also a prerequisite to inferring other cloud properties, such as particle size and shape. Broadly
speaking, water clouds, which are composed of spherical droplets, tend to deflect warming rays
from the sun; whereas ice clouds, which can be composed of various crystal structures, '© tend to
heat the earth, and thus CTP is important in weather and climate models.®'”!® Furthermore,
remote sensing systems cannot effectively determine particle shape, size, and other properties
until the thermodynamic phase is known.>>10-11.19

Although in situ measurements of CTP are the most accurate because they physically
measure the liquid water content, they are also inconvenient since they require an aircraft to
fly through clouds. Remote sensing systems, on the other hand, can be deployed on the ground
or on satellites, thereby providing frequent measurements. Of the available active sensor sys-
tems, dual-polarization lidar discriminates between liquid-water and ice clouds most directly
and likely with the greatest accuracy.”*°~*> However, lidar systems require scanning to monitor
a large segment of the atmosphere and consume more power than passive sensing systems.

*Address all correspondence to Joseph A. Shaw, E-mail: joseph.shaw @montana.edu
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Fig. 1 The different values for the imaginary part of the refractive index between liquid water and
ice can be exploited to classify cloud thermodynamic phase. Even supercooled water (black solid
line) shows very similar properties to room-temperature water,2-® which is important because
supercooled-liquid water clouds are common.®

In many cases, such as spectrometers® and spectral radiometers,'! passive systems are less
expensive, provide a larger field of view without scanning, and are thus easier to deploy and
run continuously than active systems.”***> For example, cloud lidars typically have a field of
view in the microradian to milliradian range, and nearly any passive system exceeds this by at
least an order of magnitude. Analogous to the NASA AERONET program that deploys solar
radiometers at locations around the globe,”* a similar network of passive sensors could be
deployed to detect CTP.

A great amount of work has gone into classifying CTP with infrared spectral bands and
can be traced back to 1960. The key to nearly all studies using spectral bands to determine
CTP is the difference in the imaginary part of the index of refraction (and thus the absorption)
between ice and liquid water.**® The difference between the imaginary part of the refractive
indices in the band of 1.35 to 1.85 ym can be seen in Fig. 1 for the spectral range used in
our study, although others have exploited the difference between the two indices in other regions
of the spectrum. In the remainder of this section, we briefly mention a number of passive
methods developed for CTP classification with various advantages and disadvantages (to the
best of our knowledge, there is no generally agreed upon accuracy requirement for CTP
classification).

Since sunlight absorbs differently in liquid water than in ice, the thermodynamic phase of a
cloud can be interpreted from ratios of scattered solar radiance measured in at least two spectral
bands. Table 1 summarizes some key contributions to CTP classification with radiance ratios.
Pilewskie and Twomey>® were the first to use this method by measuring the vertical profile of
clouds while the sun was at a zenith angle of 45 deg. The spectra of ice and liquid-water clouds
differed greatly in their band of interest, but they did not have independent validation of the cloud
phase. Baum et al.'** simulated moderate-resolution imaging spectroradiometer (MODIS) data
by flying an aircraft above clouds in a campaign called the subsonic aircraft contrail and cloud
effects special study. They used visible and shortwave infrared (SWIR) channels at 0.65, 1.63,
and 1.90 pm to enhance their thermal infrared-based process of deducing CTP. They reported
problems with multilayer clouds and clouds with optical depths of <2.

Knap et al.® focused on the slope of absorption as a function of wavelength to infer CTP.
Their work capitalized on the fact that at 1.67 um, the slope of the liquid water absorption spec-
trum is essentially zero, whereas the slope of the ice spectrum is negative. They defined the slope
as the normalized difference between the 1.70- and 1.64-um bands. They simulated data from
aircraft flying over land, water, or snow with clouds in between. Their experimental measure-
ments were done from an aircraft over the ocean with a nadir-pointing instrument. They noted
that the greatest challenges in these methods were detecting CTP over certain surfaces, such as
snow and rock, especially when the optical depth was low, and in differentiating between ice and
mixed-phase clouds.
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Table 1 A table of work in the SWIR bands for CTP classification shows the large effort that
has gone into determining the thermodynamic phase of a cloud with spectral bands.

Authors Year Method
Pilewskie and Twomey?® 1987 1.55 to 1.75 um
Baum et al.'®?° 2000 0.65, 1.63, and 1.90 ym
Knap et al.® 2002 1.64 and 1.70 ym
Acarreta et al."® 2004 1.55 to 1.67 um
Chylek and Borel®® 2004 0.87 and 1.60 ym
King et al.®! 2004 0.66, 1.62, and 2.13 ym
Chylek et al.®? 2006 0.66 and 2.13 um
Ehrlich et al.®® 2008 0.86 to 1.70 um
Martins et al.® 2011 2.10 and 2.25 um
Jakel et al."! 2013 1.55 and 1.70 yum
Thompson et al.® 2016 1.4 t0 1.8 um

Acarreta et al."” built on the work of Knap et al. and found that the addition of spectral fitting
in the range of 1.55 to 1.67 um increased the robustness of the classification method. Their
findings from satellite spectra also suggested that the ground reflectance can be problematic
when trying to classify CTP from space, and thus a good understanding of the ground reflec-
tance is very helpful but not always available. Furthermore, they ignored cloud optical depths
below 3 and found that the solar zenith and viewing angle only had a small effect on CTP
classification.

A similar instrument to MODIS is the U.S. Multispectral Thermal Imager (MTI), which
was used by Chylek and Borel® to determine CTP. Their simulations, using the MODTRAN
radiative transfer code and data from the MTI, identified the reflectance ratio between 0.87- and
1.6-um spectral bands as a good tool for classification. In a later study, Chylek et al.*> used
0.66- and 2.13-um bands to classify CTP. They used thermal infrared bands to identify the tem-
perature of the cloud and noted that signatures above 0°C were liquid-water clouds, ice clouds
were below —40°C, and mixed phase clouds could exist in between. They reiterated the diffi-
culties of the ground reflectance interfering with CTP classifications for certain ground types.

Ehrlich et al.*® used data from high-altitude aircraft to develop three separate methods for
CTP identification. Their first method relied on the radiance difference in spectral bands at 1.55
and 1.70 pm, normalized by the radiance at 1.64 ym. This method was validated mostly with
in situ instruments. The second method used principal component analysis on simulated ice
clouds near the 1.55-um band and water clouds in the 1.60- to 1.70-um band, and normalized
them to the 0.86-um band. Their first two methods, much like the methods from other research-
ers, did not distinguish CTP for clouds with low optical depth (below ~2). Their third method
relied on the different directional scattering that occurs for different particle shapes, which
worked especially well for clouds with low optical depth. Although this technique may have
promising applications, the authors identified that this method only works for top-of-cloud
measurements, which would require satellite- or aircraft-based detection.

King et al.’ used a large variety of bands that were available on MODIS to retrieve cloud
phase. Typically, they determined CTP in a multistep process, starting with thermal infrared
bands. If CTP could not be determined using the thermal methods, they used bands within the
range of 0.66, 1.62, and 2.13 um to help with the final classification and validated using cloud
temperatures from thermal infrared bands.

Martins et al.® tested their cloud scanner prototype that had a scanning spectrometer, thermal
scanner, and digital camera fitted with a fisheye lens. They flew an airplane near clouds and
measured the scattered sunlight from cloud sides. Their analysis used the 2.10- and 2.25-um
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bands and confirmed their CTP classifications using the temperature of the clouds provided by
the thermal infrared scanner. Clouds that had a temperature between —40°C and 0°C were not
analyzed because they could have consisted of ice, liquid-water, or mixed-phase particles.

Few researchers have developed their own instrument for CTP detection and validation; how-
ever, Jikel et al.'" not only designed a spectrally sensitive instrument, but also used a lidar system
to validate their CTP classifications. They defined their phase index as the difference between
the 1.55- and 1.70-um bands divided by the 1.70-um band. Their instrument was ground-based
and operated alongside their dual-polarization lidar. The two instruments pointed in the same
direction but with different fields of view (about 1 deg for the spectroradiometer and 0.1 deg for
the lidar).

Finally, Thompson et al.'® not only reviewed four of the methods discussed above but also
proposed a method of spectrum fitting in the 1.4- to 1.8-um range. They used the fit to identify
liquid-water content and ice-water content of a cloud. This method improved accuracy in CTP
classification relative to some of the methods discussed above. Their remote data were from
aircraft flights over ocean water and they used in situ measurements to validate CTP. They rec-
ognized the dependence of CTP classification on cloud optical depth and thus did not attempt to
classify clouds with an optical depth below 0.25.

Most of the instruments presented were either satellite based or airborne. These typically
downward-looking orientations have the major advantages of covering large areas quickly and
operating above the thickest part of the atmosphere where gaseous absorption is the highest.
However, airborne and satellite-based remote sensing is costly and downward-viewing measure-
ments of clouds are often contaminated by surface reflections. Furthermore, nearly all methods
were declared to be relatively insensitive to viewing geometry; those researchers who noticed
a dependence on solar angles stated that the difference was insignificant for CTP retrieval.'’
However, with the exception of one classification method (which only works for top-of-cloud
measurements),”> these methods only performed well for clouds with large optical depths.
Ground-based spectral radiometers have the disadvantage of thick atmosphere, a static viewing
region, and sparse distribution across the globe, but upward-looking instruments, such as the
spectrometer used by Pilewskie and Twomey”’ and the spectrometer used by Jikel et al.,'! have
a simpler background (the sky) and are often cheaper and easier to deploy than air- and space-
based instruments. Therefore, there is an opportunity for ground-based, passive remote sensing
radiance measurements.

None of the techniques described so far have used sunlight transmitted through clouds for
CTP retrieval. The intent of cloud-side retrievals is often for detailed cloud layer information,
and downward looking methods must account for their background, without which CTP differ-
entiation becomes much more difficult, if not impossible. A zenith-pointed instrument would
integrate the thermodynamic phase information from the entire vertical column of a cloud, and
thus give a general classification instead of detailed spatial information. This is an important step
prior to deeper investigations. Furthermore, optical depth is a limiting factor in CTP classifica-
tion with spectral band ratios, but few, if any, have focused on pushing the boundaries to find the
lower limit of optical depth for which a method would still accurately identify CTP. A method
that can classify CTP at very low optical depths would be useful since thin clouds are frequent
and important for understanding radiative transfer. In this paper, we describe a method that
intends to accomplish thermodynamic phase classification based on transmitted sunlight even
for clouds with low optical depths.

The remainder of this paper describes simulations and experimental results that identified and
demonstrated three spectral bands in the SWIR useful for CTP discrimination. First, we report
the use of the MODTRAN (version 5.2.0.0) radiative transfer code to simulate sunlight trans-
mitted through various cloud types. This analysis led us to develop a CTP passive sensing
method based on radiance measurements at 1.55, 1.64, and 1.70 um. Next, we describe the
experimental measurements made with a spectrometer at these three bands, validated with
dual-polarization lidar measurements of CTP. Finally, we show that three-dimensional analysis
of spectral band ratios provided CTP discrimination for clouds with optical depths as low as
~0.25 (uncertainties in cloud optical depth for the experimental data and limited ability of the
simulations to represent reality prevent us from stating an exact value of the minimum cloud
optical depth, but a more detailed discussion is presented in Sec. 3.3).
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2 Radiative Transfer Simulations

Simulations were accomplished through analysis of spectral radiance outputs for different
cloud types and ground viewing conditions via the MODTRAN radiative transfer code. These
simulations are described in more detail in a thesis.** Six standard cloud types were used in
the analysis to simulate different droplet distributions at different altitudes. Five of the cloud
types, cumulus, altostratus, stratus, nimbostratus, and stratocumulus, had a liquid-water com-
position, whereas cirrus had an ice composition. The optical depth of each cloud was varied by
changing the extinction ratio of the cloud while keeping altitude and geometric thickness at
typical values.

The scenario was set as follows: an observer with an altitude at ground level of Bozeman,
Montana (1460-m elevation), viewed a cloud at 0-deg azimuth, 45-deg elevation. The sun was
behind the observer at 180-deg azimuth, 45-deg elevation. Spectral radiance was then calculated
over the 1.40- to 2.10-um band. A distinct difference was seen in the slope of spectral radiance
between 1.50 and 1.70 gm when comparing ice clouds to liquid-water clouds at the same cloud
optical depth. Figure 2 shows this difference for clouds with optical depth of 6 (left) and for
clouds with optical depth of 0.1 (right). Although both plots show a distinction in slope between
liquid water and ice, the difference is more drastic for optically thick clouds.

A sensitivity analysis was performed to determine the best discrimination bands and band-
widths required to characterize cloud phase. Different algorithms were explored using the
relative magnitudes of each sub-band within the 1.50- to 1.70-uym wavelength spectrum. Varying
amounts of precipitable water vapor (PWV) caused some issues when discriminating between
two channels but using three separate channels within the 1.50- to 1.70-um band helped this
issue significantly. It was found that the best cloud phase discrimination algorithm involved the
use of three spectral bands centered at 1.55, 1.64, and 1.70 ym with full-width at half-maximum
bandwidths of 150 nm or less. The normalized difference ratios, Rj79164, R1.55.1.64. and
R, 55170, were then defined by the following equations:

Li70—Ligs
Ri70164 = T L e9)
Liss—Lig
Riss164 = L ()
Liss—Lig
Riss5170 = — 3
1.70

where Ly,,q is the detected radiance in that particular spectral band.

Because previous research showed that CTP algorithms worked better for clouds with high
optical depth than for clouds with low optical depth, we ran models for clouds with varying
optical depths. A three-dimensional plot from these simulations is shown in Fig. 3. The three
distinct cases are clear sky (shown as black circles), liquid water (shown as orange lines), and
ice (shown as green lines). Each case is plotted multiple times with varying PWV. The most

Cloud optical depth of 6 Cloud optical depth of 0.1
4000 - 400
‘ 4 T ] Simulated
Spectral 3000 Spectral 300 H “‘ i ) iquid water
radiance radiance C ‘\\M r Wy
(L 2000 _W 200 Mhhiime
m? sr um m? sr um ) ;
1000 100 Simulated ice
Simulated ice
0 0
1.35 1.55 1.64 1.70 1.85 1.35 1.55 1.64 1.70 1.85
Wavelength (um) Wavelength (um)

Fig.2 When the optical depth of the cloud is large, ice clouds (green) show a significant difference
in slope from 1.50 to 1.70 xm when comparing to water clouds (orange). When the cloud optical
depth is low, the slopes become more difficult to distinguish.
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Fig. 3 Three integrated 150-nm-wide bands allow reasonable discrimination of optically thick
clouds when evaluated in three dimensions. The curves merge for low cloud optical depth.
Various lines represent varying PWV from 0.5 to 1.5 mm. Clear sky is depicted by circles.

noticeable trend is that liquid water and ice are well separated for large cloud optical depths,
which means that this method can be used to discriminate between the two. As the cloud optical
depth gets smaller, the ability to distinguish between the two becomes impossible. There are two
major problems with this scenario: first, cloud optical depth values are typically not available
from passive sensors and so we cannot use this space (i.e., optical depth, R 55164, and R; s5.1.70)
to identify a threshold for CTP discrimination; second, this method only works for clouds with
large optical depths. The first issue can be solved by swapping the optical depth axis with the
third difference ratio Ry 7964 as indicated in Fig. 4.

Figure 4 does not have as large of a separation as Fig. 3, but each axis represents a readily
measurable quantity. In Fig. 4, cloud optical depth is represented figuratively by symbol size
(i.e., large pluses or squares represent clouds with large optical depth). As the symbols decrease
in size, they approach the bottom right (clear sky). This method of analysis looks promising for
clouds with large or even moderately small optical depth (above ~0.25).

0
S
 _ -—0.05
Simulated ice ‘
- -—0.1
s 2
—0.15 3
-t ‘ §
A —-0.2
Simulated =T —0.25
liquid water _—
Clear sky
--0.3
T . T ————— 4 04
-0.2 0 0.2 —04 0
Rq.551.64 R1.55,1.70

Fig. 4 Plotting the three normalized difference ratios shows good discrimination between ice and
liquid-water clouds. Symbol sizes (i.e., pluses and squares) represent optical depth, and as the
optical depth decreases, the two cloud types become indistinguishable.
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3 Experimental Validation

To test the simulated results, we collected downwelling spectral radiance data using a spectrom-
eter (Analytical Spectral Devices FieldSpec Pro FSP 350-2500P with sensitivity from 0.35 to
2.50 pm). From the radiance spectra, we binned data to create three spectral channels centered at
1.55, 1.64, and 1.70 um to calculate experimentally determined spectral ratios from Eqgs. (1) to
(3). We also operated a dual-polarization lidar at the same time to provide ground-truth CTP
measurements since the polarization lidar method is so well established for CTP classification.
Data were collected during cloudy conditions on January 21 and 23, March 21 and 28, and April
6 and 7, 2016. The timestamps from the spectrometer and from the dual-polarization lidar were
compared and overlapping sessions were flagged for analysis. Data from the dual-polarization
lidar were manually searched for timestamps that contained liquid-water clouds and timestamps
that contained ice clouds. Response-calibrated radiance spectra for liquid-water and ice clouds
were processed and analyzed.

3.1 Spectrometer Calibration

Although the spectrometer had three separate detectors to achieve a very broad spectral coverage,
only the middle detector, with sensitivity between 0.966 and 1.755 um, was used due to software
limitations. The full-width at half-maximum bandwidths of all channels was 150 nm, except for
the 1.70-um channel, whose bandwidth was truncated at the 1.755-ym middle-detector cutoff.
Figure 5 represents the spectral bands that were used in both the simulations and experiments.
A full radiometric calibration was not necessary since the analysis was done on normalized
difference ratios and not radiance values. Therefore, the spectrometer was only partially cali-
brated, as described next.

The middle detector in the spectrometer was response calibrated using the sun, a Spectralon
diffuse reflectance target, with Lambertian reflectance of ~95% in the 1.40- to 1.80-um range,
and a model of solar transmittance with the MODTRAN radiative transfer code. To calibrate the
spectrometer, the processes used the sun (on a clear day) as the source and the reflectance target
to create a uniform target. The target was placed so its surface was nominally normal to the sun,
and the fiber from the spectrometer was mounted so it was viewing near the normal of the reflec-
tance panel. It then recorded the solar spectral radiance as it was transmitted through the atmos-
phere and reflected from the panel. Then the MODTRAN radiative transfer code was used to
model the atmospheric conditions to characterize the signal seen by the spectrometer. Digital
number on the spectrometer could then be matched to an estimated radiance value calculated
from the MODTRAN radiative transfer code. The spectral shape in the middle detector appeared
to not change as a function of solar irradiance, gain, or offset. We did notice that gain and offset
values would affect the relationship between the three channels, which is why the middle channel
was the only one used.

100

50

Transmittance (%)

1.35 1.55 1.64 1.70 1.85
Wavelength (um)

Fig. 5 The three spectral bands used for CTP classification were centered at 1.55, 1.64, and

1.70 yum with 150 nm bandwidths. The spectrometer was only sensitive out to 1.755 ym, which
is why there is a sharp cutoff at this wavelength.
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3.2 Experiment

The experimental setup was identical for each data collection session. The input fiber for the
spectrometer was mounted ~5 cm from the receiver of the dual-polarization lidar. The probe was
housed in a lens tube assembly to reduce the spectrometer’s field of view. Then the lidar would
run and classify clouds. Clouds of mixed phase or multiple cloud layers were ignored and only
instances of pure ice or pure liquid water were considered. The spectrometer would run in
tandem and simply store the full spectrum every few seconds.

After data collection was complete, we interpreted CTP from the dual-polarization lidar
signal and flagged the corresponding spectrum either as liquid water or ice, using the standard
cross-polarization ratio method described by Sassen®! and implemented in the manner discussed
by Seldomridge et al.”*? Data from the flagged sessions were calibrated, integrated across the
three spectral bands (from Fig. 5), and the three normalized difference ratios were calculated
from Egs. (1)-(3).

3.3 Analysis

The three ratios from experimental data are plotted in Fig. 6 to show that liquid-water clouds
(blue circles) can be distinguished from ice clouds (red triangles). Simulated liquid-water and ice
ratios are included for comparison. Overall, the liquid water and ice are well separated and
the experimental results generally match the simulations.

The experimental ice cloud data dominate the upper portion of the plot and, for the most part,
closely match the simulated data. The experimental ice points toward the far right portion of this
figure are in the general vicinity of, but not exactly coincident with, the simulated results; this is
likely caused by certain cloud properties that were not considered in the simulations, such as
particle shape, size, and orientation. The MODTRAN code assumes spherical ice particles with
radii between 10 and 200 ym (Ref. 35) and does not consider the broad variety of cloud micro-
physical properties that could influence the measurements. It is also possible that artifacts from
the experimental setup, such as a fast-moving cloud with varying properties averaged over the
spectrometer’s exposure time, contributed to the difference between simulated and measured
values. Nevertheless, the important point is that the measured ice cloud data are well separated
from the measured liquid cloud data.

The experimental data from liquid-water clouds are very consistent with the simulated data
for low cloud optical depths. In Fig. 6, the experimental data overlap for the available simulated

0.00
" ‘
A A -0.05
A
g Simulated ice -—0.10
Y
® -0.15 &
Liquid water | 020 R
-0.25
‘ -—0.30
‘ ‘ 04
-0.2 0 0.2 ry 0
R1.55,1.64 Ri.55,1.70

Fig. 6 The data collected from the spectrometer are plotted for liquid-water (blue circles) and ice
(red triangles) clouds in three dimensions and the simulated data are added in for comparison.
Although the two cloud types converge when cloud optical depths are low, they are otherwise well
separated.
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data (i.e., for optical depth values between 0.1 and 6). If simulated data for liquid-water
clouds were extrapolated into higher and lower optical depths, they would also overlap with
experimental data, suggesting that the clouds from the experiments had a very wide range of
optical depths. The overall pattern of liquid-water clouds from the experiments matches the
nominal pattern from the simulations in that it extends in the expected direction for larger and
smaller optical depths. As shown in Fig. 4, as the optical depth became smaller, the values
approached the bottom right corner of the figure.

The fact that low cloud optical depths hinder CTP classification is not surprising. Using
spectral ratios for classification relies on the different absorption properties of liquid water and
ice as opposed to scattering behavior from cloud particles. As a cloud’s optical depth decreases,
fewer photons have the opportunity to be absorbed and so classifying the thermodynamic phase
becomes more difficult. Because cloud optical depth has such a strong impact on the ability to
discriminate clouds, identifying a cutoff value is important. The bottom right part of Fig. 6 rep-
resents values of low cloud optical depth and so a fair amount of mixing between liquid-water
and ice measurements is apparent. We attempt to interpret the cut-off value of optical depth for
which liquid-water and ice clouds cannot be distinguished. By interpolating PWV values at low
values of optical depth, it appears as though a liquid-water cloud of optical depth near 0.5 and an
ice cloud of <0.1 occupy the same region and so represent threshold values above which this
method appears to be effective.

In general, the experimental results (gathered over the course of six days in January, March,
and April) matched the simulated data. Although clouds became indistinguishable when their
optical depth was very low, they were well separated otherwise. When the cloud optical depth
was above some threshold (theoretically above ~0.25, and experimentally above 0.5 for liquid
water and 0.1 for ice), the two thermodynamic phases became distinguishable. Most studies have
found that CTP classification breaks down at low optical depths>'” (typically below at least 1 for
methods using spectral band ratios), limiting the usability of spectral analysis for discrimination.
Even though our method also breaks down at very low optical depths, it only misclassifies 2.9%
of data when setting a threshold plane where values above the plane correspond to ice clouds and
values below to liquid-water clouds. The plane, defined by

Ri70164 = ARy 55164 + BR1 55170 + C, 4

where A = 0.0272, B = —0.1846, and C = —0.1561, was found by iteratively changing the
coefficients until the lowest number of incorrect classifications was found. Such a method
of determining a threshold may be subject to overfitting for this specific data set but is reasonable
for identifying an initial threshold plane.

A classification error of 2.9% is good, considering the limits in optical depth. Had our
method only considered clouds with larger optical depths, similar to the procedures by other
researchers, ' then our classification accuracy would have been higher, because there is
obvious mixing of CTP in the region of Fig. 6 for low optical depths. The region in the lower
right corner contains clouds with low optical depths, and then both liquid-water and ice cloud
measurements with higher optical depths branch toward the upper left. Furthermore, our data set
contains a variety of cloud types due to the fact that data collection took place on six different
days in winter and spring. This appears to be reflected in the way the experimental data spans
a large region of Fig. 6.

As implemented in our upward-viewing experiments, this method benefits from a much
simpler background relative to that seen by downward-viewing sensors. We also note that our
experiments were made at the zenith for convenience with a zenith-pointed lidar, but this method
could be implemented with a sensor pointing at potentially any angle.

An important element of this method is analyzing the data in three-dimensional parameter
space, which allows for a threshold plane to classify CTP instead of a single value, which is
common in other studies. The plane has three coefficients that allow for fine tuning of the
threshold and can better account for optical depth dependence. The use of a plane in this three-
parameter space allows for details to be accounted for so that the unique shapes from analysis
of spectral band ratios can be separated with finer control.
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4 Conclusion

In this paper, we presented a method of determining cloud thermodynamic phase based on the
relationship between three normalized difference ratios in the SWIR. Unlike most other studies,
we measured solar radiation transmitted through clouds, instead of reflected, and performed our
analysis by determining a threshold plane in three-parameter space instead of a single value.
The cloud optical depth was a limiting factor in this study, as well as most of those discussed
in Sec. 1. Below a cloud optical depth value of ~0.25, the CTP becomes difficult to distinguish;
nonetheless, discrimination based on a best-fit plane misclassified <3% of the data using coef-
ficients A = 0.0272, B = —0.1846, and C = —0.1561 in Eq. (4).

Nature often produces cloud conditions that are far more complex than single liquid-water or
ice clouds, such as multilayered clouds or mixed-phase clouds, which are even more difficult to
classify and distinguish. With additional ground-truth data, the method introduced here could be
extended to distinguish mixed-phase clouds, in addition to liquid and ice, similar to what has
been done with other methods based on spectral radiance.®!*!1**=? These methods often relied
on setting two thresholds, one for liquid water and one for ice, and classifying mixed-phase
clouds in between these two thresholds. Although Thompson et al.'” were able to make impres-
sive strides in mixed-phase cloud classifications, their method used a more complicated spectral
fitting procedure as compared to our three spectral ratios. The purpose of this study was to estab-
lish a starting point for future analysis and instrumentation, focused on cases of pure liquid and
ice clouds.

The use of spectral bands in itself is not enough to classify CTP for every cloud in the sky,
due to the limitations with optically thin clouds. Additional capabilities are necessary for a pas-
sive instrument to detect optically thin clouds. Recently, work in polarimetry has shown some
promising results for classifying CTP in the visible and near-infrared spectra for optically thin
clouds.***” A combination of radiance ratios and polarimetry has been realized in an SWIR
polarimeter based on the three spectral bands (1.55, 1.64, and 1.70 um) and is currently being
tested as a relatively inexpensive passive polarimeter for CTP classification. Such instruments
may classify liquid-phase or ice-phase clouds with greater accuracy.

Identifying the thermodynamic phase of a cloud is important for climate and weather studies
as well as optical communications with space-based instruments. The work presented in this
paper lays the groundwork for a new passive instrument that could be cost-effectively produced
so that multiple CTP classifiers can be deployed around the world to improve our general
understanding of clouds, our abilities to communicate with space-based instruments, and our
understanding of the Earth’s climate.
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