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ABSTRACT. Holography is the ultimate three-dimensional (3D) imaging technology, and research
is actively being conducted on generating at high-speed holograms with enormous
amounts of information and improving image quality. Because computer holography
is based on wave optics algorithms, reconstructing the texture of 3D images is dif-
ficult. On the other hand, in principle, reconstructing texture in integral photography
based on geometric optics is easy and the method is well established. We devel-
oped a high-performance special-purpose computer, called holographic reconstruc-
tion for ultra-realistic imaging, dedicated to the ray-wavefront conversion method.
The design and implementation of the circuit for the hologram generation were
performed using field-programmable gate array technology. Parallelization was
performed at each step for increasing the speed of the calculation process.
Furthermore, by sending output data directly to a displaying device in the high-
definition multimedia interface, the communication between the host personal
computer (PC) and special-purpose computer was controlled in one direction, which
significantly reduced communication time. The system was ∼7.7 times faster than a
PC alone and succeeded in the holographic reproduction of a textured 3D image in
real time at 30 frames per second for a 1024 × 1024-pixel hologram.
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1 Introduction
Holography1–3 is the ultimate technology for reconstructing natural three-dimensional (3D)
images. The 3D image information is recorded in the hologram as interference fringes of the
object light from the 3D object and reference light. When a hologram is irradiated with the repro-
duction illumination light, the 3D images can be reconstructed. In addition, computer-generated
holograms (CGHs) are created by simulating the propagation and interference of objects and
reference lights on a computer. A hologram can be displayed on a spatial light modulator
(SLM) for reconstructing a 3D image. When an electronic device, such as a micro liquid crystal
display (LCD) is used as an SLM, real-time video reproduction is also possible by rewriting
holograms displayed on the SLM.

However, computer holography has not yet been practically used because of the large com-
putational load of the hologram. In addition, reconstructing textures with high quality is possible
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for computer holography,4 but it is difficult to maintain high-speed computing. To speed-up holo-
gram computation, many researchers have attempted developing algorithms, such as look-up table
(LUT) methods5–8 and wavefront recording plane methods,9,10 graphics processing units
(GPUs),11–13 and dedicated hardware approaches.14–21 Holographic reconstruction (HORN-9), a
special-purpose computer for holography, proved 600 times faster than a personal computer (PC).22

In many cases, computer holography is based on computational wave optics. Wave optics-
based methods include the spherical wave synthesis method, which considers a 3D object as a
collection of point-light sources, and the polygon method,23,24 which calculates object lights from
a 3D polygon model. In contrast, geometric optical methods based on light-ray information such
as integral photography25,26 can be applied to existing computer graphics methods, which enable
the expression of 3D images with high texture reproducibility. However, an inherent limitation of
ray-based methods is that the resolution is reduced by geometric optics approximations.
Therefore, a hologram generation method27,28 based on light-ray information that exploits both
geometric and wave optics has been proposed. A lens array is commonly used to capture infor-
mation about the intensity and direction of light rays from a 3D object. The lens array consists of
a number of small elemental lenses, and the light ray information is recorded at the focal plane
through the elemental lens. When the 3D images are reproduced using a light field display, the
3D images are reproduced through the lens array used for recording. On the other hand, the
acquisition of light-ray information on the focal plane by the elemental lens can also be expressed
by the Fourier transform. Therefore, by the Fourier transformation of the elemental images, the
light-ray information can be treated as wavefront information. Therefore, in the processing of
light-ray information, the processing is performed on the texture, shading, and occlusion of the
3D object, and then the light-ray information is converted into wavefront information by the
Fourier transform. In this way, hologram data can be created and reproduced from light-ray infor-
mation. One of these methods, a ray-wavefront conversion method29,30 using a ray-sampling (RS)
plane, has been proposed. An RS plane is placed near the object, and light-rays from the 3D
object are recorded on the RS plane, and hologram is obtained by calculating the propagation
of wavefronts from the RS plane to the hologram. This reduces the degradation of the recon-
structed images at deep depths. On the other hand, the conversion from light-ray information to
wavefront information and the calculation of light propagation from the RS plane to the holo-
gram requires extensive use of the fast Fourier transforms (FFTs), which increase the computa-
tional load. To solve this problem, some methods of reducing computational complexity by
introducing orthogonal projections in RS plane have been proposed.31

In this study, we developed a special-purpose computer, holographic reconstruction for
ultra-realistic imaging (UR-HORN) that implements the ray-wavefront conversion method on
a field-programmable gate array (FPGA) incorporating parallelization and pipelining of each
processing module. In addition, to make effective use of special-purpose computers, we designed
and implemented a system that performed computation and data transfer without delay. The real-
time computation of hologram enables the reproduction of 3D movies and faster printing in the
field of hologram printers.32

2 Ray-Wavefront Conversion Method
In this section, we describe a hologram calculation method based on RS planes. Figure 1 shows
the flowchart of the proposed method.

Fig. 1 Flow of ray-wavefront conversion method.
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2.1 Acquiring Light-Ray Information
First, an RS plane is set up in the vicinity of virtual 3D objects (Fig. 2).U and V are the horizontal
and vertical sizes of the RS plane, S and T are the horizontal and vertical sizes of the elemental
image. Then, the cameras are placed at the sampling coordinates ðu; vÞ on the RS plane, and the
elemental image Pðu;vÞ½s; t� is acquired from each camera. Here, u and v represent the horizontal
and vertical coordinates, which contain information of the direction of the light-rays. s and t
represent the coordinates in the elemental images, and the Pðu;vÞ½s; t� represents information
of the intensity of the light-rays. This set of elemental images is called an RS image, and the
number of elemental images represents the resolution of the reconstructed image.

2.2 Converting Light-Ray Information into Wavefront Information
Because of the distance between the RS plane and hologram, calculating wavefront propagation
from the RS plane to the hologram is necessary. The acquired RS image retained information on
the intensity and direction of the light-rays. To calculate the propagation from the RS plane to the
hologram, converting into wavefront information, including phase information, is necessary. The
method of the conversion from light-ray information into wavefront information was proposed in
Ref. 29, and an acceleration method with multi-GPU was proposed in Ref. 30. In this study, an
acceleration was achieved using an FPGA based on the method proposed in Ref. 29.

Let a complex amplitude distribution in the spatial domain be aðx; y; 0Þ, the coordinates in
the frequency domain be ðfx; fy; 0Þ, and j be the imaginary unit. The complex amplitude of the
wavefront information Aðfx; fy; 0Þ can be expressed by using the Fourier transform as

EQ-TARGET;temp:intralink-;e001;117;318Aðfx; fy; 0Þ ¼
Z þ∞

−∞

Z þ∞

−∞
aðx; y; 0Þ exp½−j2πðfxxþ fyyÞ�dx dy: (1)

Changing all the coordinates to the discrete coordinates, the above can be converted in the
form of an FFT as follows:

EQ-TARGET;temp:intralink-;e002;117;257Aðfx; fy; 0Þ ¼ FFT½aðx; y; 0Þ�: (2)

Figure 3 shows a schematic of the procedure for converting light-ray information into wave-
front information.

The elemental image Pðu;vÞ½s; t� at coordinates ðu; vÞ of the RS image is given a random
phase φðu;vÞ½s; t� to intentionally diffuse light-rays in various directions, and a two-dimensional
(2D) FFT is performed to obtain the light wave distribution of the wavefront. The range of the
random phase is ½0;2πÞ. The wavefront information Wðu;vÞ½s; t� is calculated by

EQ-TARGET;temp:intralink-;e003;117;156Wðu;vÞ½s; t� ¼ FFT½Pðu;vÞ½s; t� expðjφðu;vÞ½s; t�Þ�: (3)

2.3 Propagation Calculation
We calculate the propagation from the RS plane to the hologram to obtain the complex amplitude
on the hologram, as shown in Fig. 4. In this case, the propagation is calculated using the Fresnel
diffraction.33

Fig. 2 Model of RS plane and elemental images.
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Wðu;vÞ½s; t� on the RS plane is again represented asWRSðxa; yaÞ using variables xa and ya. In
this case, xa and ya are represented by the following equations:

EQ-TARGET;temp:intralink-;e004;114;286xa ¼ sþ u × S; ya ¼ tþ v × T: (4)

The complex amplitude WHðxb; ybÞ of the hologram at a distance zb can be given as

EQ-TARGET;temp:intralink-;e005;114;250WHðxb; ybÞ ¼
XðN2Þ−1
ya¼−N

2

XðM2Þ−1
xa¼−M

2

WRSðxa; yaÞgðxb − xa; yb − yaÞ; (5)

EQ-TARGET;temp:intralink-;e006;114;188gðxb − xa; yb − yaÞ ¼
expðjkzbÞ

jλzb
exp

�
jk
2zb

fðxb − xaÞ2 þ ðyb − yaÞ2g
�
; (6)

where xb and yb represent the coordinates in the hologram plane, and the resolution is the same as
xa and ya, λ and k represent the wavelength and wavenumber of light, respectively, expressed as
k ¼ 2π∕λ. M represents S × U and N represents T × V. Assuming M ¼ N, the 2D convolution
integral regarding to the x- and y-axes can be transformed by a 2D FFTand Eq. (5) is expressed as

EQ-TARGET;temp:intralink-;e007;114;120FFT½WHðxb; ybÞ� ¼ FFT½WRSðxa; yaÞ�Gðm; nÞ; (7)

where Gðm; nÞ represents the Fourier transform of gðxb; ybÞ, m and n are variables in the fre-
quency domain. By performing an inverse 2D FFT on the results of the product calculation, the
complex amplitude of the propagated plane can be obtained. Gðm; nÞ is

Fig. 4 Calculation of the complex hologram using the Fresnel diffraction.

Fig. 3 Converting light-ray information into wavefront information.
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EQ-TARGET;temp:intralink-;e008;117;736Gðm; nÞ ¼ expðjkzbÞ exp
�
2πj

�
−λzb

2N2ðΔPÞ2
�
ðm2 þ n2Þ

�
; (8)

where ΔP denotes the pixel pitch of the hologram. The term expðjkzbÞ can be omitted because it
does not affect the hologram generation; we can simplify it as

EQ-TARGET;temp:intralink-;e009;117;681Gðm; nÞ ¼ exp

�
2πj

�
−λzb

2N2ðΔPÞ2
�
ðm2 þ n2Þ

�
: (9)

In addition, the following equation is defined as the depth-related coefficient:

EQ-TARGET;temp:intralink-;e010;117;631zparam ¼ −λzb
2N2ð2ΔPÞ2 : (10)

Gðm; nÞ is
EQ-TARGET;temp:intralink-;e011;117;581Gðm; nÞ ¼ exp½2πjzparamðm2 þ n2Þ�: (11)

Finally, the complex amplitude at the hologram is

EQ-TARGET;temp:intralink-;e012;117;543WHðxb; ybÞ ¼ FFT−1½FFT½WRSðxa; yaÞ�Gðm; nÞ�: (12)

In this study, the reference light is assumed to be in-line collimated light. The hologram is
represented as interference fringes between the object light and the reference light, but the in-
fluence of the reference light can be ignored because it is ultimately normalized to 8-bit data in
the computer simulation. Therefore, the complex amplitude distribution obtained in Eq. (12) can
be treated as the hologram data as it is.

2.4 Generating Phase-Only Data
Since we expect to use a phased-type SLM, we need to make a phase-only hologram from the
complex amplitude obtained in Eq. (12). The phase-only hologram equation is

EQ-TARGET;temp:intralink-;e013;117;411Wphase ¼ argðWHÞ: (13)

3 Implementation of Calculation Unit
In this section, we describe the implementation of the ray-wavefront conversion method on an
FPGA, including the process of converting light-ray information into wavefront information,
propagation calculation, and generation of phase-only data. Furthermore, we describe the imple-
mentation of parallel processing at high speeds. In this study, we used the Virtex UltraScale+
VCU118 as the FPGA board. A schematic of the hologram calculation unit is shown in Fig. 5.
The RS image, scaling parameters used in the calculation circuit, and the parameter defined in
Eq. (10) were sent from the host PC. The scaling parameters were set to prevent the overflow of
values in the FFT intellectual property (IP) core provided by Xilinx for one-dimensional
(1D) FFT.

Fig. 5 The overall diagram of hologram calculation unit.
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FPGAs have three types of internal memory, LUT, Block, and Ultra RAMs. Table 1 lists the
total capacity in VCU118, and Ultra RAM is available only in Xilinx’s UltraScale series of
FPGA devices.

Ultra RAMs have only one RAM port, whereas Block RAMs have two ports and act as a true
dual-port function that allows simultaneous access to the same RAM address from two ports. In
this study, considering 1024 × 1024 pixels of RS images, we used Ultra RAMs for the light-ray
into wavefront conversion circuit, whereas we used Block RAMs for the propagation and phase-
only data generation unit.

In the hologram calculation unit, the RS image is first sent to the elemental image manage-
ment unit through a first-in-first-out. This unit performs conversions of elemental images from
light-ray information to wavefront information in 64 parallel. After processing all elemental
images, the RS image is stored in the Block RAM unit in the propagation and phase-only data
generation unit. This unit has a propagation calculation unit, including the FFT IP core unit, the
propagation function unit for Eq. (11), and the phase-only data generation unit for Eq. (13).
Sixteen calculation circuits in each of the propagation calculation unit and the phase-only data
generation unit can be operated in parallel. After generating the phase-only data, the unit outputs
the hologram.

3.1 Elemental Image Management Unit
In the light-ray into wavefront conversion circuit, random phase multiplication and 2D FFT are
performed for each elemental image, as described in Sec. 2. Therefore, the units can be paral-
lelized for each elemental image. In this case, the assumed sizes of RS and elemental images are
1024 × 1024 and 16 × 16 pixels, respectively, resulting in 64 × 64 elemental images. To imple-
ment parallel processing, as shown in Fig. 6, we introduced 64 light-ray into wavefront conver-
sion circuits in parallel by horizontally dividing the RS image by 16 pixels, which is the vertical
size of the elemental image.

Figure 7 shows the light-ray into wavefront conversion circuit. Sixty-four elemental images
were stored in Ultra RAM, and each elemental image was retrieved and sequentially processed.
Two LUT RAMs were used for storing each elemental image, one for FFT and the other for
storage after quadrant transformation that swaps the high-frequency and low-frequency compo-
nents of an image. The random phase was output by inputting the random number generated by
the linear feedback shift register to pre-defined trigonometric tables. The 2D FFTwas performed
using an IP core for 1D FFT.

Table 1 Memory capacity in VCU118.

LUT RAM Block RAM Ultra RAM

Capacity per block 64 bit 36 Kbit 288 Kbit

Total capacity 36.1 Mbit 75.9 Mbit 270 Mbit

Fig. 6 Method of parallelization in light-ray into wavefront conversion circuit.
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3.2 Propagation Calculation Unit
This section describes the propagation calculation unit. The propagation calculation of Eq. (12) is
performed in the following order: 2D FFT, complex multiplication with propagation function
Gðm; nÞ, and inverse 2D FFT. Because the Block RAM that manages data in this unit has two
ports, one port is dedicated to sending data to the circuit and the other port is dedicated to receiv-
ing data from the circuit. If the target circuit can be processed in a pipeline, data can be con-
tinuously sent and received. For example, the FFT IP core has a pipeline mode; therefore, the data
can be processed, as shown in Fig. 8.

The 2D FFT in this unit requires many clocks to perform 1D FFTs of 1024 points in the
horizontal and vertical directions, and because the FFT is processed line-by-line, parallelizing the
FFT processing for each row or column to increase the speed is possible. However, paralleliza-
tion is difficult when storing RS images in a single Block RAM and using the two-port pipelined
transmission/reception described above owing to the limited number of ports. Although the num-
ber of ports can be increased by increasing the number of Block RAMs, managing the addresses
and data of each Block RAM becomes difficult. To solve this problem, we divided the RS image
into small squares and stored each square in a Block RAM; thus, we were able to manage data
while using bit conversion.

Figure 9 shows a case of a 4 × 4 pixels image divided into four parts. In the case of a hori-
zontal 1D FFT, the red dashed frames in the figure indicate two parallel operations. The address
in the upper red frame must be shifted to 0, 1, 0, 1, 2, 3, 2, and 3. As shown in Table 2, the address
can be transitioned in the horizontal direction by setting both sides of the 3 bit sequence required
for the count-up of the red frame to the address of the Block RAM. In addition, the center bit of
the Block RAM can be used for the read/write enable signal (the RAM discrimination bit), easily
reading/writing the left and right sides of RAM is possible as shown in the green frames. In the
case of the vertical FFT, a bit conversion that swaps both sides of the 3 bit sequence, as shown in

Fig. 7 Light-ray into wavefront conversion circuit.

Fig. 8 Utilization of two ports of block RAM in FFT.
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Table 2, enables vertical address transitions 0, 2, 0, 2, 1, 3, 1, and 3. This enables address man-
agement of individual RAMs by the bit conversion.

This partitioning can be performed in 4t (where t is a natural number), and the numbers of

parallels and the number of Block RAM discriminators are the square numbers
ffiffiffiffiffiffiffiffið4tÞp ¼ 2t. That

is, the number of bits required to discriminate Block RAMs is t bits. If the address size of the RS
image is 2X bits and the number of divisions is 4t ¼ 22t, the number of address sizes per Block
RAM is X − 2t bits. For example, in the case of an image with 1024 × 1024 ¼ 220 pixels with 41

divisions, one bit is required to discriminate left/right or top/bottom, as described above, and the
number of address bits in the Block RAM is 20 − 2 × 1 ¼ 18 bits. In this study, Block RAMs
was implemented with 256 ¼ 44 partitions. Therefore, the number of discrimination bits in Block
RAM was 4, and the number of addresses in Block RAM was 20 − 2 × 4 ¼ 12 bits. Figure 10
shows a schematic of the Block RAM unit and the propagation calculation unit.

Next, we describe the propagation function circuit that performs complex multiplication
with propagation function Gðm; nÞ. The propagation function circuit is shown in Fig. 11. As
complex multiplication is a pixel-by-pixel process, the calculations are performed in a pipeline
using the method shown in Fig. 8. Equation (11) can be expressed as expðjθÞ ¼ cos θ þ j sin θ
using Euler’s formula. After calculating θ, the real and imaginary parts of Gðm; nÞ were calcu-
lated using the trigonometric function tables prepared in advance. The complex exponential in
Eq. (11) is normalized by 2π. Therefore, the value of the trigonometric function was obtained by
inputting 11 bits to the tables after the decimal point of the value, which is the multiplication
result of m2 þ n2 and zparam.

Fig. 9 Block RAM division (16 address RAM, four divisions).

Table 2 Example of 3 bit sequence in a 4 × 4 pixels image. In parentheses are decimal numbers.

3 bit 000 001 010 011 100 101 110 111

Both sides 00(0) 01(1) 00(0) 01(1) 10(2) 11(3) 10(2) 11(3)

Both sides (replace) 00(0) 10(2) 00(0) 10(2) 01(1) 11(3) 01(1) 11(3)

Central 0 0 1 1 0 0 1 1
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3.3 Phase-Only Data Generation Unit
Finally, we describe the phase-only data-generation unit. In phase-only data generation, the real
and imaginary parts of a pixel are normalized, as shown in Fig. 12, and the arctangent was cal-
culated by inputting them into an LUT, as shown in Fig. 13. The phase-only generation module
had a latency of 20 clocks (including 2 clocks for input and output of the circuit, 16 clocks for
normalization, and 2 clocks for input and output of the table). To hide this latency, 20 phase-only
generation modules were implemented. By switching the ports of the Block RAM unit shown in

Fig. 10 Block RAM unit and propagation calculation unit.

Fig. 11 Propagation function circuit.

Fig. 12 Normalization method.
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Fig. 14, generating phase-only data while continuously inputting and outputting the data is
possible.

Table 3 lists the number of clocks for each unit in the entire circuit and the processing time
when the operating frequency is 140 MHz and shows that the hologram calculation time
was 5.18 ms.

4 Implementation of Data Transfer Function
This section describes the data transfer of the host PC to an output device. In this study, data was
transferred via high-definition multimedia interface (HDMI) transfer using an HDMI 2.0 FMC
card developed by the Tokyo Electron Device LCD. This product was connected to the FPGA
mezzanine card (FMC) pin on the FPGA board and used the “HDMI 1.4/2.0 Transfer
Subsystem” IP core provided by Xilinx for enabling data transfer. Figure 15 shows a schematic
of the system using an HDMI 2.0 FMC card.

The transmission using the HDMI IP core was established based on the sample design pro-
vided by Xilinx. The transfer flow is described as follows:

1. The Rx and Tx sides of the FMC card are connected to the host PC and output device,
respectively.

2. By displaying the RS image on a screen of the host PC, the RS image is sent from the host
PC to the Rx side of the FMC card.

Fig. 13 Phase-only generation module.

Fig. 14 Relationship between block RAM unit and phase-only generation circuit.

Table 3 Number of clocks for individual unit.

L into w
conversion

Unit-to-unit
transfer

Propagation
calculation

Phase-only data
generation Total

Clocks 256,641 65,542 337,135 65,560 724,878

Time (ms) 1.83 0.468 2.41 0.468 5.18
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3. When the RS image is received by the FPGA, hologram calculation is performed in the
FPGA, and the hologram is stored in Block RAM for displaying after the completion of
calculation.

4. Hologram is transmitted from the Block RAM to the Tx side for displaying on the output
device.

MicroBlaze, which is a soft macro central processing unit (CPU), is placed in the FPGA to
set the resolution, frame rate, and output mode, which are parameters required for the hologram
calculation, via universal asynchronous receiver transmitter communication.

Next, we describe video frame transmission. Frame data are transmitted within the FPGA
using an advanced extensible interface (AXI) Stream protocol. The HDMI IP core used in this
study had transmission specifications of 2 pixel per clock. Because one pixel is 24 bits of RGB,
the data width of one transmission data is 24 bit × 2 ¼ 48 bits. Therefore, if the frame size to be
transmitted is 3140 × 2160 pixels and the hologram size to be displayed (displayed in the center)
is 1024 × 1024 pixels, the frame image to be transmitted is as shown in Fig. 16. In this study,
grayscale (8-bit) objects are used as subjects. Since data transmission and reception via HDMI
are performed with 24-bit color data, the same grayscale data are stored in red, green, and blue
channels.

We describe the timing chart for the video frames and hologram calculations. Consider the
case in which a frame is displayed, as shown in Fig. 16, and the operating frequency of the
hologram calculation unit is 140 MHz.

In the AXI Stream protocol used for transmission, “TUSER,” “TVALID,” “TDATA,” and
“TLAST” signals indicate the first data in the frame to be transmitted, validity of the data, pixel
data, and the last data in the horizontal line, respectively. However, owing to the specifications of
the sample design, changing the timing of these signals to match that of the output of the holo-
gram calculation unit was not possible. Therefore, while these signals were passed from Rx to
Tx, only “TDATA”was rewritten to transmit the frame. Assuming a latency of 10 clocks between

Fig. 15 Schematic of a system using HDMI 2.0 FMC card.

Fig. 16 Difference between frames on display and FPGA board: (a) frame when displaying and
(b) frame in FPGA board.
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frames, after the transmission of the 512 × 1024 pixels area in the first frame until the arrival of
512 × 1024 pixels area in the second frame, a latency equal to the number of pixels in the yellow
area and orange lines exist, as shown in Fig. 16(b). The number of clocks for these were calcu-
lated as follows:

EQ-TARGET;temp:intralink-;e014;114;3212 ×
�
1920 ×

ð2160 − 1024Þ
2

�
þ 2 ×

ð1920 − 512Þ
2

þ 10 ¼ 2;182;538 clocks: (14)

This can be converted to a time of 15.6 ms. Therefore, the hologram calculation should be
performed and stored in the RAM within 15.6 ms. Based on the number of clocks calculated in
Table 3, the hologram calculation and storage in RAM for display require 5.18 and
(1024 × 1024 clocks∕140 MHz ¼) 7.49 ms, respectively, the total time is 12.7 ms.
Therefore, the results are within 15.6 ms. Figure 17 shows a timing chart summarizing the above
process.

When frame 1 (yellow) arrives, the first RS image (yellow) is acquired and the hologram
calculation is performed after the completion of acquisition. When the next frame 2 (green)
arrives, the first hologram (yellow) is output as soon as the second RS image (green) arrives.
This operation is performed frame by frame. Figure 18 shows the optical reconstruction system
connected to the FPGA board and SLM.

5 Implementation Result

5.1 Resource Usage
Table 4 shows the circuit size of the designed circuit in the FPGA board of VCU118. The oper-
ating frequency was 140 MHz, and the digital signal processor (DSP) slice was an intrinsic sum-
of-products hardware accelerator that speeds up the execution of signal-processing functions.

Fig. 17 The timing chart in data transfer.

Fig. 18 Optical reconstruction system connected to FPGA board.
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5.2 Calculation Time
Table 5 lists the processing time results for the CPU (Intel(R) Core(TM) i9-9900K 3.6 GHz) and
the FPGA board. The calculation time on the FPGA was measured by observing the counter
value using a logic analyzer. Hologram calculation in the FPGA board was 40.7 times faster
than that in the CPU, and the FPGA board was able to achieve 36.6 frames per second (fps)
as an overall process.

5.3 Optical Reconstruction
We used three 3D objects (a cube, ring, and dinosaur). Figure 19 shows the 3D objects, RS
images acquired from them, and optical reconstruction results obtained using the constructed
system. RS images were obtained from the object data using OpenGL. The pixel pitch, wave-
length, and propagation distance were set as 3.74 μm, 532 nm, and 0.3 m, respectively.

Figure 19 confirms that the 3D objects can be reproduced optically. As described in Sec. 3, the
special-purpose computer developed in this study can handle RS images of 1024 × 1024 pixels.
However, because the number of elemental images was 64 × 64, the resolution of the recon-
structed image was ∼64 × 64 pixels. Therefore, although the quality of the reconstructed image

Table 4 Hardware resource utilization of the designed circuit.

Resource name Number of uses Use rate (%)

Register 269,659 22.81

LUT RAM 4156 Kbit 10.97

Block RAM 51,246 Kbit 65.90

Ultra RAM 73,728 Kbit 26.67

DSP slice 384 5.610

Table 5 Overall processing time.

Device
Transfer RS image and store

data in RAM for display
Hologram
calculation Total Frame rate

CPU — 211 ms 211 ms 4.74 fps

FPGA 22.1 ms 5.18 ms 27.3 ms 36.6 fps

Acceleration rate — 40.7 7.73 —

Fig. 19 3D objects, RS images, and reconstructed images (Video 1, MP4, 1.2 MB [URL: https://doi
.org/10.1117/1.OE.62.8.085102.s1]).
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was coarse, it succeeded in reproducing hidden planes and shadings, which are difficult to
achieve using HORN based on the point cloud method.

To improve resolution while maintaining the shading of the reconstructed image, for exam-
ple, the number of pixels of the RS image can be increased to 2048 × 2048 pixels. For the size of
the elemental image (16 × 16 pixels), the resolution of the reconstructed image is ∼128 ×
128 pixels, which is a fourfold improvement in the resolution. Figure 20 shows the actual repro-
duction results from a hologram created by the CPU simulation.

The special-purpose computer developed in this study can only handle RS images of
1024 × 1024 pixels, owing to the limited memory capacity of the FPGA. The reasons for this
are as follows: the special-purpose computer developed in this study uses internal RAMs in the
FPGA shown in Table 1. The propagation and phase-only data generation units use Block RAM,
and the utilization of Block RAM on VCU118 was 65.9%. If the same circuit configuration is
used to output a hologram with 2048 × 2048 pixels, a simple calculation shows requirement of
four times the current hologram, resulting in a utilization rate of 263.6%. In the case of Ultra
RAM in the light-ray into wavefront conversion circuit, the utilization rate was 26.67%.
Multiplying by four, the utilization rate of Ultra RAM is 106.68%. The insufficiency of the larg-
est Ultra RAM can be related to the bit width of RAM. Whereas Block RAM has a variable bit
width of 16 or 36 bits, Ultra RAM has a fixed bit width of 72 bits. Therefore, a bit width of 32 bits
for the real and imaginary parts, which is the bit width implemented in this study, resulted in a
40-bit surplus. The light-ray into wavefront conversion circuit using Ultra RAM has this surplus.

One solution is to allocate two-pixel data to one address to completely exploit the RAM’s
capacity. In this case, reconsidering address management such as bit conversion, which can be
used by assigning one pixel of data to one address, is necessary. Other solutions include using
boards with FPGA chips that have larger Block RAM or Ultra RAM, or using double data rate
(DDR) memory on the FPGA board. DDR memory is more difficult to handle than Block and
Ultra RAM, but the memory of VCU118 dealt with this time is ∼5 GB and is suitable for parallel
processing; therefore, we think that the parallelization and address management described in
Sec. 3 can be applied. Furthermore, using the orthographic ray-wavefront conversion method
reduces the computational load and creates large-scale holograms by dividing holograms into
tiles.34

6 Conclusion
We developed a special-purpose computer for holography, UR-HORN, using the ray-wavefront
conversion method, which is superior in hidden plane processing, to accelerate the speed of holo-
gram computations. We parallelized the processing of each elemental image when converting
light-ray information into wavefront information. We also parallelized the propagation calcula-
tion and phase-only data generation by devising an address management method for the Block
RAM. As a result, we successfully implemented a circuit that generated a 1024 × 1024 pixels

hologram in 5.18 ms with an FPGA operating frequency of 140 MHz. In addition, by construct-
ing a system that can transfer input/output data via HDMI, we successfully controlled the
communication between the host PC, special-purpose computer system, and SLM in a single
direction. Consequently, real-time video reproduction at 30 fps was achieved.

However, the maximum hologram size was 1024 × 1024 pixels, which is largely related to
the limited memory capacity of the FPGA, and can be solved using following solutions: recon-
sideration of the data and address management in Ultra RAM, to use boards with FPGA chips
equipped with large RAM and to use DDR memory on FPGA boards. Another solution is to
divide holograms into tiles and use multiple FPGAs to compute the segmented regions. When the

Fig. 20 Reconstructed images of 2048 × 2048 pixels by CPU.
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resolution of the hologram data is 1024 × 1024 pixels, the pixel pitch of the hologram is
3.74 μm, so the size of the hologram displayed is ∼4 mm square. Therefore, it would normally
be possible to observe the reproduced image frommultiple viewpoints, but because the size of the
hologram is insufficient, it is difficult to observe the image from multiple viewpoints. We would
therefore like to increase the size of the holograms that can be calculated so that the reproduced
image can be observed from multiple viewpoints.

Code, Data, and Materials Availability
The code, data, and materials that support the findings of this study are available from the
corresponding author upon reasonable request.
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